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Abstract: An Electrocardiography (ECG) signals are accessed mainly to monitor the health condition of the human heart, and the resulting time series signals are analyzed manually by the medical professionals to detect if there are any anomalies such as arrhythmia. Manual Diagnosis of ECG Signals has been often Prone to Errors. An Electrocardiography (ECG) signals are accessed mainly to monitor the health condition of the human heart, and the resulting time series signals are analyzed manually by the medical professionals to detect if there are any anomalies such as arrhythmia. Manual Diagnosis of ECG Signals has been often Prone to Errors. Past work in Automating the Analysis requires extensive Pre-Processing, which is time-consuming and cumbersome. It takes significant time for Heart Patients in their Precarious Condition. There is a requirement of Computational Analysis, which is fast and efficient. Some of the analysis develops the marked features and design a classifier for discriminating between the healthy ECG signals and those which contains Arrhythmia. This method requires knowledge and relevant data of the various types of Arrhythmia of training the model. However, there can be many different and different new types of Arrhythmia can occur, which previously were not a part of the original training set. Thus, it may be wiser to adopt an anomaly detection approach to analyzing them. In this paper, we are utilizing A deep one class neural network (OC-NN) architecture with the Long Short-Term Memory Network (LSTM) units for developing a predictive model from the healthy ECG signals. The probability distribution of the prediction errors from the models, using the Maximum Likelihood Estimate (MLE) is used for indicating anomalous or non-anomalous behavior. The main advantage of using LSTM networks is that the ECG signals be directly applied to the system without any extensive pre-processing as used by other Detection techniques. No Prior information of abnormal signals makes it worthwhile, as it needs to be trained only on average data. MIT-BIH Arrhythmia Physionet Database has been used to obtain ECG time series data for both non-anomalous periods and irregular periods. Both the Stateful and homeless Modes of LSTM are projected and enforced. The Results from the Stateful LSTM Model show Precision of 99.36% and a TPR/FPR ratio of 145.39. Results are promising and indicate that the Deep-Stacked Long Short-Term Memory Networks (LSTM) models are feasible for detecting anomalies in ECG signals within a short period.

Index Terms: one class SVM, anomalies detection, outlier detection, deep learning, LSTM, OC-NN.

I. INTRODUCTION

Most of the time, IoT data exceptionally patient monitoring system a frequent need to analyze if any outlier or error is determined. Such situations are known as anomalies.
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The goal of anomaly detection is to identify all cases in a data-driven fashion Chandola et al. [2007]. Anomalies can be caused by errors in the data but sometimes are indicative of new, previously unknown, in fact, Hawkins [1980] characterizes an anomaly as a perception that veers off so remarkably from different contemplations as to stimulate doubt that an alternate component created it. The rhythm of a human heart is regulated by electrical signals produced by two nodes within the heart and conducted through a series of specialized cardiac cells. During healthy, normal operation, this occurs at regular intervals and the electrical signal, which causes the heart muscles to contract, propagates via the cardiac electrical conduction system along the correct path through the atria and ventricles. Figure 1.1 shows an example of rhythm types [1].

Figure 1.1 Examples of rhythm types

One-class Support Vector Machines (OC-SVM) Scholkopf and Smola [2002], Tax and Duin [2004] are widely used, effective unsupervised techniques to catch out anomalies. However, the performance of OC-SVM is sub-optimal on advanced, high dimensional datasets Vapnik, and Vapnik [1998], Vishwanathan et al. [2003], Bengio et al. [2007]. Leveraging multi-channel time series data in clinical settings for various classification tasks is an active area of research [10].
In recent work, this approach has been used to classify human activities based on motion sensor data [11]. Existing techniques for ECG classification in particular almost exclusively use single-channel data [5,7], however, likely due to lack of data. The ECG recordings provided by the PhysioNet database of physiological signals [12] Since the hybrid models extract in-depth options victimization associate autoencoder so feed it to a separate anomaly detection methodology like OC-SVM, they fail to influence naturalistic learning within the hidden layers. During this paper, we tend to devolve on the speculation to integrate associate OC-SVM equivalent objective into the neural specification. The OC-NN combines the flexibility of deep networks to extract a more and more wealthy illustration of information together with the one-class aim, that obtains the hyperplane to separate all the typical information points from the origin. The OC-NN approach is novel for the following crucial reason: information illustration is driven by the OC-NN objective and is therefore tailor-made for anomaly detection. We tend to show that OC-NN can do a comparable or higher performance in some eventualities than existing shallow progressive ways for Io Based mostly EKG information set whereas having consistent coaching and testing time compared to the prevailing ways.

The rest of the paper is organized as follows. In Section 2, we presented the complete survey of the anomaly detection model, and the main OC-NN with LSTM combined model is developed in Section 3. The experiment setup, evaluation metrics, and model configurations are described in Section 4. The results and analysis of the experiments are the focus of Section 5. We conclude in Section 6 with a summary and directions for future work.

II. RELATED WORK

As we have access to multi-channel data, we incorporate this increased dimensionality into our algorithm, in contrast to the single-channel input format commonly used in ECG classification. Individual channels record cardiac electrical activity from various spatial angles, and the use of multiple channels is likely to give a more in-depth insight into any underlying patterns of arrhythmia that can be interpreted by our model. We train two baseline models: a single-layer, unidirectional LSTM, and a convolutional neural network without residual connections. We then train models from three categories (LSTM only, residual networks, and LSTM-OCNN), for a total of six models, not including our baseline models. All models exceed baseline performance on training, validation, and test accuracy. A 2-layer, bidirectional LSTM achieves the best performance overall; through networks with residual structures achieve higher training accuracy, their validation and test accuracies are Lower than those of the LSTM only systems. The overall F1 score of 0.804 achieved by this network exceeds reported cardiologist F1 scores reported in [2].

In general, much work in this area, until recently, has relied on extracting hand-crafted features and comprehensive prior knowledge of specific arrhythmias and their waveform patterns. This limits the number of classes that can be reliably differentiated with a given model, as the morphology of different waveforms is usually highly specific to a given arrhythmia. More recent developments in arrhythmia classification research have utilized well-known deep learning algorithms such as deep OCNN's and incorporation of skip/residual layers to improve classification accuracy [2]. Existing techniques for ECG classification almost exclusively use single-channel data [5,7], however, likely due to lack of data. The ECG recordings provided by the PhysioNet database of physiological signals [12], used for testing and training many ECG classification algorithms, are primarily dual or single channel.

III. METHODOLOGY

The data used to train the models is a set of ECG recordings, obtained from IoT based cloud patient monitoring system, for 106 patients for varying lengths of time. Seven channels are provided, though one is removed during extraction as it is merely a linear combination of three of the other channel readings. These include manually labeled alarms of specified length this is distinct from many of the datasets found in the MIT-BIH database [12] that is typically used for ECG classification tasks, as the MIT-BIH data usually does not provide duration information for any of the alarms. The window for each sample is either truncated or padded to 5 seconds as many of the viable ‘alarm segments’ namely, signals not caused by internal errors are close to this length. As this data was passively collected, the distribution of classes is extremely skewed, so more common types (accurately, sinus rhythm and noise) were downsampled to achieve a more even class distribution. We extract over 151,000 segments classified as one of six classes; from this dataset, we sample nearly 13,000 data points due to the class above imbalance. We split this dataset into training, validation, and test sets, at 69%, 16%, and 14% respectively (obtained from an initial 86/14 divided into practice and test data, followed by an 80/20 split of that training data into training and validation sets). To achieve reasonable training time, the samples were decimated by a factor of 2 to make an effective sampling rate of 120 Hz from the original 240 Hz. Each sample, thus, is of size (606). Each sample is then assigned a ground truth label from its corresponding alarm, regardless of the length of the actual signal (as the data is padded if it is shorter than our 5-second window). Here table 3.1 shows the exact profile of the ECG data set.

<table>
<thead>
<tr>
<th>Type</th>
<th>Original</th>
<th>Downsampled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinus rhythm</td>
<td>126,435</td>
<td>4,000</td>
</tr>
<tr>
<td>Artifact/Noise</td>
<td>18,953</td>
<td>3,000</td>
</tr>
<tr>
<td>Ventricular tachycardia</td>
<td>249</td>
<td>249</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>1,452</td>
<td>1,452</td>
</tr>
<tr>
<td>Bigeminy</td>
<td>896</td>
<td>896</td>
</tr>
<tr>
<td>PVC</td>
<td>2,374</td>
<td>2,374</td>
</tr>
<tr>
<td>Total</td>
<td>150,359</td>
<td>11,971</td>
</tr>
</tbody>
</table>

Table 3.1 ECG data set profile

III.1. MODEL ARCHITECTURES

III.1.1. FROM ONE CLASS SVM TO ONE CLASS NEURAL NETWORKS

We now present our one-class Neural Network (OC-NN) model for unsupervised anomaly detection.
The method is designing a neural architecture using an OC-SVM equivalent loss function. Using OC-NN, we will be able to exploit and refine features obtained from unsupervised transfer learning specifically for anomaly detection. This, in turn, will make it possible to discern anomalies in complex data sets where the decision boundary between normal and abnormal is highly nonlinear.

### III.1.1.2. LSTM

Long short-term memory units are used to build one class neural networks. They address the issue of exploding/vanishing gradients in standard network architectures. Several gates control updates from inputs, as well as how much of a memory state is retained and passed on to the proceeding timestep. Notably, the cell state $C_t$ (for timestep $t$) is only ever gated elementwise with the forget gate $f_t$ and the input activation gate $g_t$ without undergoing a linear transformation. This allows gradients to pass through many steps in time without vanishing (hence ‘memory’), and thus, the model can learn long-term dependencies within the data. Formally, we define the relationship between cell inputs $x_t$, $h_{t-1}$, $C_{t-1}$, and cell outputs $h_t$, $C_t$ for data inputs $x_t$, hidden states $h_t$, and cell states $C_t$ at a given timestep $t$ as follows

$$i_t = \sigma(W_{xi}x_t + U_{hi}h_{t-1} + b) = \sigma(i)$$  
$$f_t = \sigma(W_{xf}x_t + U_{hf}h_{t-1} + b) = \sigma(f)$$  
$$o_t = \sigma(W_{xo}x_t + U_{ho}h_{t-1} + b) = \sigma(o)$$  
$$g_t = \tanh(W_{xg}x_t + U_{hg}h_{t-1} + b) = \tanh(g)$$  
$$c_t = f_t \odot c_{t-1} + i_t \odot g_t$$  
$$h_t = o_t \odot \tanh(c_t)$$

(1)
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**Figure 3.1.2 The architecture of LSTM network**

**Figure 3.1.3. LSTM Unit**

Long short term memory units are used to build recurrent neural networks. They address the issue of exploding/vanishing gradients in standard recurrent architectures. Several gates control updates from inputs, as well as how much of a memory state is retained and passed on to the proceeding timestep. For our LSTM networks, an individual sample is treated as a 600-timestep sequence, where each timestep is a 6-feature data point. In addition to a single-layer unidirectional baseline model, we also train 2- and 5-layer stacks of LSTM units, where the output of each LSTM unit not in the final layer is treated as input to a group in the next. To increase the contextual information available to the model, we also train a bidirectional variant of the 2-layer LSTM model. These use the same update equations but add a second LSTM owing backward in time; cell outputs from both networks are then concatenated at each time step.

### III.3.1.3. OC-NN Algorithm

We summarize the solution in Algorithm 1. We initialize $r(0)$ in Line 2. We learn the parameters $(w, V)$ of the neural network using the standard Backpropagation (BP) algorithm (Line 7). In the experiment section, we will train the model using features extracted from an autoencoder instead of raw data points. However, this has no impact on OC-algorithm. As shown in Theorem 3.1, we solve for $r$ using the $q$-quantile of the scores in. Once the convergence criterion is satisfied, the data points are labeled normal or abnormal using the decision function $S_n = \text{sgn}(\gamma_n - r)$.

**ALGORITHM 1: ALGORITHM FOR ONE-CLASS NEURAL NETWORK (OC-NN)**

1. Input: Set of points $X_n: n = 1, \ldots, N$
2. Output: A Set of decision scores $S_n: y^\wedge_n: n: 1,...,N$ for $X$
3. Initialise $r(0)$
4. $t \leftarrow 0$
5. while (no convergence achieved) do
6. Find $(w^{(t+1)}, V^{(t+1)})$
7. $r^{(t+1)} \leftarrow q$th quantile of $(y_n^{(t+1)} gn)_{n=1}^N$
8. $t \leftarrow t + 1$
9. end
10. Compute decision score $S_n = y^\wedge_n - r$ for each $X_n$
11. if $(S_n \geq 0)$ then
12. $X_n$ is the normal point
13. else
14. $X_n$ is anomalous
15. return $\{S_n\}$

### IV. EXPERIMENTAL SETUP

In this section, we show the actual experimental setup required for the patients to monitor ECG signals and collect the ECG data through the AD8232 ECG module and stored into the cloud as data set. In future, anybody wants to do some analysis against that data they can do and apply OC-NN formulation over the state-of-the-art methods on real-world data. Our proposed model is compared with various state of the art methods given below.
IV. METHODS COMPARED

The available deep learning models are compared with each other and determine the instances and nature of each model and find the anomaly percentage and attribute of trained data sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># instances</th>
<th># anomalies</th>
<th># features</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC-NN</td>
<td>190</td>
<td>10</td>
<td>512</td>
</tr>
<tr>
<td>SVM</td>
<td>single class</td>
<td>1% (from all class)</td>
<td>784</td>
</tr>
<tr>
<td>LSTM</td>
<td>single class</td>
<td>10% (from all class)</td>
<td>3072</td>
</tr>
<tr>
<td>OC-NN LSTM</td>
<td>1050 (stop signs)</td>
<td>100 (boundary attack)</td>
<td>3072</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of datasets used in experiments.

We formulate this as a sequence classification problem and train multiple models to investigate the effectiveness of a combining OC-NN connections with LSTM architecture. We train six model architectures from three categories:

1. LSTM
   - 2-layer unidirectional LSTM
   - 5-layer unidirectional LSTM
   - 2-layer bidirectional LSTM
2. OC-NN
   - 16-block deep one class neural networks
3. Combined Models
   - Unidirectional LSTM-OCNN
   - Bidirectional LSTM – OCNN

IV.1.2. PARAMETERS OF BASELINE MODEL

The proposed OC-NN method is compared with several state-of-the-art baseline models, as illustrated in Table 4.1. The model parameters of shallow baseline methods are used as per implementation in Ruff et al. [2018], Shallow Baselines. As baselines, we train a 4-block (each block containing a sequence of convolution, max-pool, batch normalization, and dropout layers) with maxpool OC-NN connections as well as a single-layer, unidirectional LSTM with a hidden dimension of 100.

Table 4.1 Aggregate test set accuracy for all classes using multi-channel data

IV.1.3. TRAINING

All networks are trained using a minibatch size of 64, and 100 epochs of training. We minimize categorical cross-entropy loss in all cases, and we use the Adam optimizer [20], an extension of the classic stochastic gradient descent optimizer. All LSTM networks use a hidden dimension of 100, as well as a small dropout parameter (p = 0:1) for all gates (and thus applied between cell input and output as well as between unrolled instances of each unit). All dropout layers in OC-NN models used p = 0.5 to maximize regularization [21]. To investigate the usefulness of multi-channel ECG data, we also retrain a representative model from each architecture using only one of the available channels per sample (specifically, the BDLSTM with two stacked LSTM layers, deep one class neural network, and combined LSTM-OCNN with two stacked LSTM layers).

V. EXPERIMENTAL RESULTS

In this section, we present empirical results produced by OC-NN model on real-time data. The tables of this section summarize our experimental results. We investigate the overall accuracy of all models (table 4.1) and derive more detailed performance metrics (recall, precision, singularity, and F1 score) of the representative models mentioned above (table 5.3). A comparison between F1 scores of the same three models using both multi-channel (6 channel) and single-channel data is also provided (table 5.4).

Except for VT (whose classification showed relatively poor performance in all models) and PVC, the 2-layer bidirectional LSTM had the highest F1 score out of the three representative models, as shown in table 5.2. The low F1 scores for VT classification are likely a result of its low support in the dataset. This is also seen to a lesser extent in bigeminy classification, with low recall and F1 scores in the one class neural network. From Figure 4.1, we see that VT is often mislabeled as PVC; both these arrhythmias have wide QRS complexes [3], which are the characteristic waveform morphologies visible.

<table>
<thead>
<tr>
<th>F1 Score Class Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhythm class</td>
</tr>
<tr>
<td>Sinus rhythm</td>
</tr>
<tr>
<td>Artifact/Noise</td>
</tr>
<tr>
<td>Ventricular tachycardia</td>
</tr>
<tr>
<td>Atrial brillation</td>
</tr>
<tr>
<td>Bigeminy</td>
</tr>
<tr>
<td>PVC</td>
</tr>
<tr>
<td>Overall</td>
</tr>
</tbody>
</table>

Table 5.1 F1 score comparison over classes for the test set, using representative LSTM (2-layer BDLSTM), residual (OC-NN), and combined (LSTM-OC NN) Models. Overall F1 score is a weighted average given the class's support in the test set.
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Figure 5.1: Confusion matrices for the three representative models where each row (true class) is scaled by its sum, for visualization of classification recall. True and predicted labels are numbered in the order presented in tables 5.1-5.3.

Figure 5.2: Deep residual OC-NN accuracy and loss curves: This model also shows a degree of over fitting as validation accuracy does not show a considerable increase after about 40-50 epochs, even as performance on training data continued to improve.

We note that the overall F1 score of 0.803 achieved by the 2-layer BDLSTM exceeds cardiologist scores as reported in [2], both sequence level1 F1 score of 0.719 and set level2 F1 score of 0.751.

Figure 5.3: Combined BDLSTM-OCNN accuracy and loss curves: Much like the deep residual network, this model also shows a degree of over fitting as performance on validation data does not improve after about 30 epochs. Validation loss started to increase slightly as well.

Figure 5.4: shows Fake noise LSTM_OCNN training loss and accuracy

Figure 5.5 shows OC-NN Training Loss and accuracy

VI. CONCLUSION AND FUTURE WORK

We show that using known deep neural network algorithms for classifying time series data like IoT sensors generated ECG signals allows for accurate classification of normal, benign, and critical arrhythmias as well as distinguishing artifacts and noise from multi-channel ECG recordings. A layered bidirectional LSTM, as well as a combined LSTM-OCNN architecture, is able to achieve relatively high accuracy and precision without the use of feature engineering or extraction of previously known waveform patterns. We also show that ECG classification greatly benefits from the use of multi-channel data, with nearly all classes and models showing markedly decreased accuracy when only one channel is used.
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