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Abstract: Breast cancer disease history goes back to around 1,500 years B.C. Old Egyptians were the first to report the infection over 3,500 years ago. Breast cancer is the main cause of death among technologically advanced and underdeveloped countries. After lung cancer, more than 10% of women are diagnosed with Breast cancer. Breast Cancer can be determined by features like as redness of the skin, change in size, abdominal pain and texture change. Though the main cause of breast cancer is ambiguous in some cases, stoppage of the disease becomes difficult. However, detection of Tumour in the breast at an early stage is the only method to cure this disease. Radiologist recognizes breast cancer using various technologies like mammography, thermography etc. Optical coherence tomography is new invention found in medical services before five years; it is microscopic needle method for detection of Breast Cancer. Computer-aided diagnosis is the most appropriate method for diagnosis of disease. Quantitative Assessment of lower half of breast can be done using contour outlining with related measures such as breast symmetrical approach, the mass of breast can be recognized. In Existing research, two classifiers were used namely Naïve Bayes and k nearest neighbor (KNN) for the classification of breast cancer. The experimental result improves the performance with high accuracy and less error rate with k nearest neighbor. In research work, the data sets are gathered which is downloaded from the UCI (University of California Irvine) machine Knowledge Depository Site. Machine learning methods are used for the prediction and classification of features of breast cancer. Various stages used for extraction of the feature of breast cancer. Firstly, the pre-processing phase is used for searching for the missed attributes and then feature extraction method is used for finding feature vectors in BCD (Breast Cancer Dataset). Experimental result use classification method (gene-BPNN) for the prediction of benign and malign in MATLAB (Matrix Laboratory) 2016a Simulation metrics are evaluated using accuracy, specificity and sensitivity.

Index Terms: Breast Cancer, Mammography, Quantitative Assessment, Contour outlining, Machine learning.

I. INTRODUCTION

Breast Cancer is mainly due to the gathering of the one cell that causes obstruction to the whole system and forms the division of the cell. If the disease is not detected at an early stage then that mass forms a large quantity of cells after the passage of time. In This way, the Tumour is expanded to other parts of the body through a cell that may result in extra size and where benign mass is expanded to another part of the tissue [1]. Breast Cancer is difficult to detect at the beginning because symptoms may not be easily detected, but actual discrimination between the benign and malignant tumors is done after medical examination [2]. In recent research, a large quantity of women has breast cancer dies every year according to the world health organization because the disease is not detected at an early stage [3]. Prognostic factor plays a main role in the recognizing the size of the cancer cells that include the chemotherapy [4][5]. Breast Cancer is a disease that is found in the most developed countries and about 70 to 80% of the population diagnosed with this disease. However, the disease may cause death and early detection of the disease increase the rate of survival of the patient. The main cause of breast cancer may be heredity, hormonal change and unhealthy diet environmental factors. Signs and symptoms of Breast cancer are required to be seen at an early stage and symptoms are:

A. Pain in the abdomen
B. Breasts lump
C. Changed colour of breast
D. Change in size.
E. Discharge in the nipple.
F. Swollen breast
G. Loss of weight
H. Weakness and body ache.

Detection of breast cancer disease can be done through mammography [5][6]. Mammography is the best technique because it is cost effective and helps in the diagnosis of the disease at an early stage. Radiologists aim in detecting the abnormal stage and complexity using mammography with low x-ray projection [7]. Breast Cancer generally increases day by day by the enlargement of the cells up to 3nm in every 3 to 4 months because multiplication of the cells may spread to other parts of the body[8].
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Breast cancer is the most common source of the death rate among women [9]. Detection and diagnosis of the breast cancer are used through various methods which are mammography, biopsy and maybe through needle [10]. Unusual disorder in mammograms like as asymmetrical, multi-mass. A radiologist with their naked eyes requires a large quantity of the mammograms for the detection of breast cancer [11]. This may result in causing stress to the eyes during pattern recognition and image processing of breast cancer. Mainly, screening of breast cancer is done through mammography, magnetic resonance imaging (MRI), clinical results and also breast images are rebuilt through X-ray [12].

In the last few decades, the lifespan of the American Society of Medical Oncology determines that management of breast cancer replaced by the biology of therapeutic approaches [20]. Such approaches transform the disease from local therapy to minimal therapy [13][14]. In Existing research, two classifiers were used namely Naïve Bayes and k nearest neighbor for the classification of breast cancer. The experimental result improves the performance with high accuracy and less error rate with k nearest neighbor. In research algorithm works on these symptoms are lose weight, change of Size and change color of breast. In the proposed research, detection and classification of breast cancer are done using gene-back propagation neural network algorithm and Principal Component Analysis algorithm.

Section 1 described an overview of Breast cancer. Section 2 explained about literature survey of breast cancer. Section 3 determined the proposed methodology for the detection and classification of breast cancer. Section 4 illuminated about experimental results using various performance parameters. Section 5 concluded the proposed study of detection and prediction of breast cancer.

II. LITERATURE SURVEY

Zhao L., Cheong A., et al., (2016) [15] author presented research on the automatic detection of the internal contour of the breast in three-dimensional pictures. The method works on investigation of the area curve and detection of breast contour with maximum exactness, less error 1.65 dice coefficients ranging 0.75 to 0.88 when ground truth with annotated contour. Moreover, the detection was done with the less available features of the breast. Krawczyk B and Schaefer G, (2014) [16] author proposed research on extraction features of breast explaining dual symmetry from pictures and using classification approach for gathering judgment building. Significantly, the classification method discovers the issue of the unnecessary objects distributing in the same in clinical information analyser. They construct subspace features from balancing information subgroup and training various classifiers on various subspaces. The comparison of the single classifier was done by investigating various methods. Firstly, dynamic classifier mass based on evolution criteria, other was a neural network for fusion classification. The experimental results’ using both approaches helps to enhance the comparison of canonical arrangement structures. Bhoomik M. K, et al., (2018) [17] Author described the establishment of the Organisation of Biotechnology-Tripura University-Jabalpur University (DBT-TU-JU) with breast thermo gram data. The main goal of the building of Organisation of Biotechnology-Tripura University-Jabalpur University was presenting breast thermo gram data with actual images of the desired regions. Thermo gram protocol consists of the thermo gram protocol based on various factors contains 1000 breast thermo grams with several subjects. In this research, an actual observation was done by comparison of the state of art images for evaluation metrics. Segmentation methods include k mean clustering and threshold is a high proficient method as compared to particle swarm optimisation, fuzzy c means clustering. Shirmohammadi V and Manavizadeh N, (2018)[18], the author researched on mathematical modelling of the particle projection based methods in the fluid device on the basis of dielectric phoresis( DEP). The device was used for the discrimination of cancer-based cells from normal blood cells in the specified approach. The desired method worked in channel contains friction for the gathering of the cells. The predicted equation recognise the location of cells with x and y-axis equation. In this research, the software approach was developed in MATLAB for the prediction of the cells. Experimental result describes the software for the prediction of the error rate. Amrane M and Oukid S et al., (2018)[21] studied about detection and clarification of breast cancer using k nearest neighbour and machine learning algorithm.

In this research, different methods were used for the classification of breast cancer. Wisconsin database of breast cancer was used for an experimental approach. Machine learning algorithm was used with the classifiers of the database. Performance of classifiers was evaluated in terms of accuracy rate, preparation and testing procedure. Amrane, M., et al., 2018[22] proposed a classification and detection of breast cancer on the basis of machine learning methods. Basically, breast cancer was a form of cancer disease that occurred in the breast tissues. These were obtained via the obesity, family history and the reproduction factors. These days, there was majority of women that tackled the breast cancer disease. The detection of breast cancer was identified by its signs such sustain pain, mutation of genes, alterations in size, skin texture and redness on breast skin. The classification of disease was crucial for searching a systematic and the aim full predictive. The common method of classification was binary and malign cancer. In the current research, the machine learning methods were assigned for the detection and classification of breast cancer. It was utilized to give high accuracy and effective treatment capabilities. Generally, the two approaches of machine learning were trained as Naïve Bayes and the K nearest neighbour (KNN).
There was a comparison was performed between these methods and the accuracy of KNN was higher as compared to Naïve Bayes with the low error rate. The accuracy was recorded at 97.51%. Jafarpisheh, N., et al., 2018 [23] performed the relapse prognosis on the breast cancer disease through the combination of basic and modern structure of MLA (Machine Learning Algorithms). It was assumed that, the current most harmful disease was cancer disease and breast cancer was a sub category of this. The majority of women deaths were recorded to be due to the breast cancer (BC). Therefore, MLA was assigned to detect and diagnose BC. The purpose of these machine learning methods to be sure about the breast cancer was relapsed or not. The present work was linked to the predictions of BC through MLPN (Multi-Layer Perceptron Network) along with its two different outputs. First one was DNN (Deep Neural Network) which worked as a feature extraction in which MLPN was a classifier. On the other side, the second one was RNN (Rough Neural Network), finally SVM (Support Vector Machine) was trained. The comparison of performance of each method demonstrated that the RNN worked well on the generation of two outputs and gained the higher percentage of accuracy in the shortest variance of structures. The obtained accuracy of proposed method by RNN was 92.77% with variance at 12.2333. Hela, B., et al., 2013 [24] proposed a work on the detection of breast cancer and the approach was based on the mammograms. Generally, the mammogram was a form of x-ray specifically utilized for detection of nodules that represents the occurrence of abnormal cells in the breast and shows the existence of breast cancer. It was considered by researchers and the doctors that, the early detection of cancer disease was easier to detect and for diagnose rather than the detection of higher stages of disease. It would decline the long survival of the patients. The research was described the initial stages of breast disease in tiny lesion boost prognosis and conveyed it to expel the mortality. Hence, the mammography become best from other techniques for the better diagnose of the disease by screening [19]. Although the procedure of mammograms was not a simple task because of the presence of different tissues in the image and it was specifically accessed the dense breast. The work was all about the study of the early detection methods of BC through the analysis and the analysis give access to the radiologists to understand the type of images to detect the disease. The early detection was useful to almost decline the mortality rate by 25%. Gayathri, B. K., et al., 2016 [25] utilized the image segmentation based approaches for the early detection of breast cancer (BC). Basically, digital image processing become an interesting area of research almost in every field and had a lot of attention in the medical field for its vast range of application of detection diseases. Image segmentation process was an approach to detect and screening of images of diseases such as cancer disease. The image segmentation was briefly described in this work and it included various kinds of segmentation methods as thresholding, edge based that further categorized as gray and gradient based, region based segmentation that was a collection of various methods as sobel, prewitt, Laplacian and canny approach. The advantages and disadvantages of each of method were represented in this work. The procedure of segmentation was to partition the images according to their relevant data which obtained via a region growing segmentation and give access for the quick seed and to choose the early seeds.

III. RESEARCH PROPOSED WORK

In this research methodology section, collection of the Breast Cancer Dataset downloads from the UCI Machine Learning Repository Site.
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Fig 2. Proposal Flow Chart

Study the various prediction and classification Machine Learning Algorithms to design a data pre-processing and feature extraction phase is to find the missing or irrelevant attributes and search unique feature vector in the BC (Breast Cancer Dataset). To implement a novel prediction and classification approach to find breast cancer such as Benign and Malign. Compute and compare the performance metrics like as accuracy rate, error rate, specificity and sensitivity.

A. **Kernel PCA algorithm used for Feature Extraction for BCD[26]**

1. Select a kernel mapping $k_p = x_{m,n} x_{m,n}$. 
2. Get KP to depend on training data $\{x_{m,n} (n=1,..... NN)\}$. 
3. Resolve E (Eigen Value) issue of KP to obtain $\lambda_j$ and $\alpha_j$. 
4. Each data point given $xx$, get its PCs (Principal Components) the feature vector : $(f(xx).\alpha_j ) = \sum_{n=1}^{NN} \alpha_j^{(i)} k_p(xx,xx_{m,n})$.

Below method steps described is based on the assumption that the data-point has 0 mean and therefore, the covariance of two data-points is similar to their correlation.
Table 1. Different Types of Kernels

<table>
<thead>
<tr>
<th>Kernel Name</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Kernel</td>
<td>( \kappa_p(x_{m,n}) = \exp\left(-\frac{</td>
</tr>
<tr>
<td>Sigmoid Kernel</td>
<td>( \kappa_p(x_{m,n}) = \tanh((x_{m,n} + \theta)) )</td>
</tr>
<tr>
<td>Polynomial Kernel</td>
<td>( \kappa_p(x_{m,n}) = (x_{m,n})^\gamma \kappa_p )</td>
</tr>
</tbody>
</table>

Feature Vector or Space:
\[
F(x_{mn}) = F(xx) - \frac{1}{NN} \sum_{k_p=1}^{NN} F(x_{kkp}) \ldots (i)
\]

Equation (i) mapping is not elucidate and \( F(xxkp) \) is not available. Moreover, it can still get the kernel matrix \( K \) for the 0 mean data points \( F(xx) \) in terms of \( Kp \) for \( F(xx) \):
\[
K_{p,m,n} = F(xx)\text{T}\{F(xx_{mn}) = [F(xx_{mm} - \frac{1}{NN} \sum_{k_p=1}^{NN} F(x_{kkp})]\}\text{T}
\]
\[
F(x_{mn}) = \frac{1}{\gamma} \sum_{k_p=1}^{NN} \sum_{k_p=1}^{NN} [F(x_{kkp})] \text{\ if } (xx_{il})
\]
\[
F(x_{mn}) = k_{p,m,n} - \frac{1}{NN} \sum_{k_p=1}^{NN} k_{p,m,n} + \frac{1}{NN} \sum_{k_p=1}^{NN} \sum_{k_p=1}^{NN} k_{p,kpn} + \frac{1}{NN} \sum_{k_p=1}^{NN} \sum_{k_p=1}^{NN} k_{p,kp1} \ldots (ii)
\]

In detail description, the \( F(xx) \) mapping in the kernel Principle Component Analysis is not obviously detailed is the dimensionality of feature vector \( F \). Similarity, the Covariance Matrix \( \sum F \) and its \( E_0 \) are only described in the above derivative, but they don’t require to be evaluated in design. The High-Dimensional of \( FF \) doesn't extra evaluation as only the KERNEL \( \kappa_p(x_{mn}, x_{mn}) \) is required in the designed.

B. Gene-BPNN Algorithm for Breast Cancer Classification

1. Initialization
2. Fitness Evaluate
3. New Feature Set (Population Size)
   (i) Selection
   (ii) Crossover
   (iii) Mutation
4. Replace
5. Test (BPNN).

Back Proportional Neural Network

1. Input Layer
2. Hidden Layer
3. Output Layer

\[
Weight : w_{w_x} = w_{w_x} = a = \frac{\delta err}{\delta w_x} \ldots (i)
\]

It will positively require understanding how to train it. BPNN is a normally used method for training NN. NN is structured as a series of LAYERS, individually composed of one or more neurons. Individual neurons produce an output and activation function, based on the O/Ps of the existing layer and a set of weights.
\[
a = act (W_{1x1} + \ldots + W_{nnxnn}) \ldots (ii)
\]

IV. EXPERIMENTAL RESULT

A. Dataset Description

The Dataset (BCD) that used is taken from UCI (University of California, Irvine). There are eleven attributes and the initial one is an identity that it will delete. 9\textsuperscript{th} criterions are as explained earlier in BC classification section, they are intended to determine if a cancer is benign and malign, the last property contains a binary value (0,1). The attribute set consists of 699 medical cases. Breast Cancer Detection contains missing 16 values, which partial proposed work dataset to 683 sample values.

Table 2. Database Attributes Name

<table>
<thead>
<tr>
<th>Sr no.</th>
<th>Attributes Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Index (ID)</td>
</tr>
<tr>
<td>2</td>
<td>Radius Mean</td>
</tr>
<tr>
<td>3</td>
<td>Texture Mean</td>
</tr>
<tr>
<td>4</td>
<td>Perimeter</td>
</tr>
<tr>
<td>5</td>
<td>Area</td>
</tr>
<tr>
<td>6</td>
<td>Smoothness_mean</td>
</tr>
<tr>
<td>7</td>
<td>Compactness_mean</td>
</tr>
<tr>
<td>8</td>
<td>Concavity_mean</td>
</tr>
<tr>
<td>9</td>
<td>Concave points_mean</td>
</tr>
<tr>
<td>10</td>
<td>Symmetry_worst</td>
</tr>
<tr>
<td>11</td>
<td>Fractal_dimension_worst</td>
</tr>
</tbody>
</table>

Table 2. Define the breast cancer disease dataset attributes such as area, concavity, mean, smoothness and id etc.
Fig 3. Breast Cancer Datasets (Wisconsin)

Fig 3 defines the count of benign and malignant cancer percentage calculated which 65% non-cancerous and 212 (35%) cancerous type.

B. Result and Discussions

Overall research, two models were nearly studied and computed for datasets using the above mention in methodology phase described like as accuracy, specificity and sensitivity rate. In this research work, the evaluation of different models using WISCONSIN BREAST CANCER DIAGNOSTIC DATASET and the consequences were as follows:

Table 3: Performance Metrics

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>99</td>
</tr>
<tr>
<td>Error Rate</td>
<td>0.0034</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.98</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.0078</td>
</tr>
</tbody>
</table>

Table 3 define performance of the classifier was calculated using metrics like as an accuracy rate, error rate, specificity and sensitivity etc. The sensitivity which is also known as TPR (True Positive Rate) is the % age of benign cancer data classified as benign by classification. It can correctly benign cancers will have a higher consequence insensitivity.

C. Formula:[26]

Sensitivity = \( \frac{TP}{FN+TP} \times 100 \) \ 

Specificity = \( \frac{TN}{TN+FP} \times 100 \)

The accuracy rate is the metric for model calculation. It combines sensitivity and specificity for complete data combined.

\[ Acc = \frac{TP+TN}{TP+FN+FP+TN} \times 100 \]

Table 4 and Fig 4, it can recognize that three classification methods are efficient in the diagnosis, all of which define a High-Level of accuracy rate despite the small and large datasets. We analyze the various methods in machine learning methods to analyses the diagnosis of the breast cancer disease in data mining. Illustration, Gene-BPNN classification method have high accuracy rate achieved at 99% value. As a consequence, Gene-BPNN is the most efficient classifier for BREAST CANCER classification difficulty. Though, if the huge amount of dataset, the Gene-BPNN will resolve the time complexity issue.

V. CONCLUSION AND FUTURE SCOPE

It is concluded that, early detection of Breast Cancer helps in curing the disease at the correct time. Cancer is the collection of the various diseases so; medicinal effects may be different at the same stage of cancer. In this paper, detection and classification of breast cancer are done through Gene-back propagation neural network approach (Gene-BPNN) and kernel Principal Component Analysis (PCA). Kernel PCA method is used for the extraction of features of breast cancer and Gene-BPNN is used for detection and classification of breast cancer. Data set are collected from the University of California, Irvine. In the initial stage, eleven attributes with 699 medical cases are taken and then the classification of breast cancer is done to determine benign and malignant. Breast Cancer Detection contains missing 16 values, which partial dataset have 683 sample values. Overall, different modal is experienced by acquiring data sets with performance metrics which are sensitivity, specificity and accuracy rate. Percentage of True positive rate of benign cancer is analyzed.

Table 4. Comparison between Gene-BPNN, KNN and NB Techniques

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene-BPNN</td>
<td>99%</td>
</tr>
<tr>
<td>KNN</td>
<td>97.5%</td>
</tr>
<tr>
<td>NB</td>
<td>96.19%</td>
</tr>
</tbody>
</table>
Breast Cancer Detection and Classification using Advanced Artificial Intelligence

Though cancer is predicted and classified through various approaches, still automatic detection of disease is difficult to approach due to different categorization. In Future Scope, various new deep learning algorithms are required to be implemented for the detection of different stages and categories of breast cancer simultaneously.
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