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Abstract: Cyber defense has become an increasingly recurrent and even a mandatory requirement for any type of organization that holds an Information System. In this context, a SIEM is the most suitable system for malicious activities detection. However, current classical SIEMs neglect Big Data issues. To fill the gap, this paper proposes a new generation open source SIEM composed of a Big Data platform ELK integrated with other intrusion detection and load-balancing tools named Smart SIEM. The features of the proposed system have been tested in a virtual environment composed of several Windows and Linux devices to see how it behaves against some of the most well-known attack scenarios in the literature, and the results were challenging. The proposed prototype was also compared to the most advanced SIEM QRadar and another new generation SIEM from scientific research.

Index Terms: Big Data, Cybersecurity, Data LifeCycle (DLC), Smart DLC, Elastic Stack Log and Kibana (ELK), Security Information Event Management (SIEM).

I. INTRODUCTION

Nowadays, companies no longer regard cyberattacks as a possibility but as a reality that will, undoubtedly, occur. It will be necessary to be aware of it as much as possible in order to deploy all available means to face it [1]. The leading network security provider of network security solutions for defense, Corero confirmed in [2] that Distributed Denial of Service (DDoS) increase each year by 40% with more than 400,000 attacks monthly in 2018. Hence the need for a centralized system that monitors all the Information System (IS) activities to infer events that could turn into security incidents that require special care. A Security Information Event Management (SIEM) has been defined in [3], [4] as a software solution that provides security information of an Information System. However, [5] defines the SIEM as a set of security software tools including the following systems: log management, log security, event management, security information management, and security event correlation. The main functions of the SIEM can be summarized as follows:

- Log collection and analysis
- Log Transfer in a standard format
- Security threats notification
- Security incident detection
- Incident response workflow

Commercial SIEMs that rely on relational databases struggle against the strangulation of their databases for companies with consistent IS [6]. The purpose of a SIEM is to align the heterogeneous information and event logs from various devices in a network to provide a common interface for visualizing and analyzing that data. The case study conducted by Zions Bancorporation in [7] revealed that it would take 20 minutes to an hour to query a month's security data from their traditional SIEMs. However, the same query takes only one minute using Big Data platforms such as Hadoop. As a result, Big Data technologies are now essential in next generation SIEMs to optimize their performance against the huge amount of data to manage. We identified two issues that we are trying to address in this paper:

- The majority of high-performance SIEMs are very expensive and built in a black box. Few organizations are able to acquire them. Designing and implementing an open source SIEM with the same functionalities as commercial ones is a scientific challenge;
- The current classic SIEMs do not manage Big Data. Analyzing security data from heterogeneous sources can be difficult for intrusion detection when homogeneous sources already have problems with huge amounts of this data.

The contribution of this paper is to design and implement an open source prototype of a new generation SIEM named Smart SIEM adapted to the Big Data context for monitoring IT devices security. This prototype is an integration of several existing open source cybersecurity and load balancing tools with a Big Data platform.

In this article, we design a new architecture of the SIEMs adapted to the Big Data context and we develop this architecture through an implementation of an open source new generation SIEM research prototype that consists of collection, storage and processing security information and events based on a Big Data platform. We took advantage of a Big Data platform ELK capability to identify the most appropriate architecture for this context and also to monitor malicious activity. We also used an open source tool for load balancing management to optimize our prototype in the real-time. The rest of this paper is as follows: Section 2 compares the proposed SIEM to the market-leading SIEM and another most relevant of the scientific literature. Section 3 describes our method for the design and the implementation of Smart SIEM. Section 4 presents and tests the proposed prototype. Section 5 discusses the results of the conducted tests. Section 6 concludes the article and gives some future directions.
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II. RELATED WORKS

To identify the commercial SIEM to compare with our prototype, we used the latest Gartner magic quadrant for SIEMs published in October 2018 presented in Figure 1.

According to Gartner's magic quadrant for SIEMs in October 2018, IBM's SIEM QRadar is the market leader. For this, we retain the QRadar architecture as defined in [8] as a basis for the Smart SIEM architecture. The QRadar architecture is composed of 4 modules:

- **QRadar Console**: allows the results visualization
- **QRadar Event Collector**: collects, normalizes, and restructures the received logs according to the recommended format.
- **QRadar Event Processor**: processes logs received by QRadar Event Collector using a predefined rules engine to generate alerts.
- **QRadar QFlow Collector**: performs the same role as QRadar Event Collector but for real-time data such as network traffic captures.
- **QRadar Flow Processor**: performs the same role as QRadar Event Processor but processes the data received from QRadar QFlow Collector.
- **QRadar Data Node**: adds additional storage and analysis capabilities as needed.

We believe that all QRadar modules must be available in Smart SIEM. We think that other modules are important to better manage the received data, including integration, filtering and enrichment module, must also be supported. In addition, QRadar distinguishes between log data and stream data. For this purpose, it defines a specific collection and analysis module for log data (QRadar Event Collector and QRadar Event Processor) and another module for the same roles for other data types (QRadar QFlow Collector and QRadar Flow Processor). We do not want to make any distinction as to data format type, as this will optimize the processing of the data from their reception by a single module (collection) in order to analyze them by a single module (analysis). QRadar also manages the Big Data aspect through the QRadar Data Node module, which allows adding as many nodes as needed to manage the number of received logs. Our SIEM will also benefit from this advantage as well by its distributed architecture composed of a master server and several slave servers as by the adopted Big Data platform. A load sharing tool in RAM will also be used to avoid losing data in case of congestion, unlike QRadar which only has a queue of logs that are waiting to be processed.

QRadar is a commercial SIEM billed based on the number of events received per second (EPS), when this number is exceeded the data is stored in the queue of the QRadar Event Collector module until the rate is decreased. However, if this rate is exceeded and the waiting queue is filled, the system deletes the events and QRadar notifies this. QRadar is intended for large companies because its acquisition cost is too expensive. But our Smart SIEM is free and could concern both small companies with standalone architecture and large companies with distributed architecture.

In the literature, there is little new generation SIEM that manages the Big Data aspect. We have identified only three new generation SIEMs in the literature: [9]–[11]. We have excluded [10] because it is a SIEM designed for monitoring only IoTs, and we are looking for a next generation SIEM that can monitor any IT equipment. [11] is an extension of [9], for this, we retain this SIEM to study its architecture.

[11] defines an architecture composed of eight modules:

- **The log collection module**: ensures the collection of log files.
- **Enrichment module**: adds additional data depending on the monitoring context.
- **The normalization module**: transforms the received data from the enrichment module to present them to the correlation and analysis module according to a predefined format.
- **The correlation and analysis module**: is the main element of this SIEM and provides results using historical results.
- **The storage module**: stores the logs after their collection and the normalized logs, it also stores the results provided by the correlation and analysis module for a possible comparison by this one.
- **The reporting module**: generates reports following the results found.
- **The monitoring module**: ensures results visualization provided by the correlation and analysis module.
- **The incident alert and response module**: manages the sending of alerts to the various stakeholders to react or provides automatic responses if an incident occurs.

This SIEM enriches all data collected, we believe that data enrichment should take place after their integration and filtering to optimize the processing. In addition, it stores only the collected logs at the beginning and the results are provided by the analysis and correlation module. If this SIEM manages only log data the one we propose will handle all types of data including log files. Finally, the SIEM proposed by [11] has not been implemented to validate its designed model.

III. METHOD

Based on the research works proposed in the literature, we have designed a new generation SIEM in a distributed architecture with a master server and several slave servers to face the cybersecurity and Big Data demands, which classic SIEMs cannot satisfy.
To do this, after conducting a data lifecycle (DLC) analysis through a literature review in [12], we used a DLC adapted in the Big Data context called Smart DLC [13] to identify our SIEM modules. This is justified by the fact that a new generation SIEM is a data lifecycle that manages log and flow data in a Big Data context. Our SIEM has been designed to be a new generation that takes into account the traditional SIEMs limitations in terms of Big Data management. This requirement has led us to choose a Big Data platform for managing the huge amount of logs that a classic SIEM cannot perform. In order to achieve this, we have defined several requirements that a new generation SIEM must fulfill:

- Collect data from several and different sources and verify the 7Vs of Big Data (Volume, Velocity, Variety and Veracity, Value, Variability, and Visualization) defined in [14];
- Ensure a system elasticity that is a rational and optimal resources allocation [15];
- Ensure detection and rapid reaction as this has a considerable financial impact [16];
- Ensure easy use of the system by analysts and experts. The effort to integrate and configure new devices must be the minimum possible;
- Ensure a high degree of automation to minimize analysts’ interventions so that they can focus on the most timely cases;
- Ensure the integration of any type of IT device. Indeed, the system must handle several types of log formats;
- Ensure reusability of the system that is to say that a SIEM composed of several modules to facilitate its integration with other similar systems. [11];
- Provide IT monitoring and protection at a low cost, this includes the cost of acquiring the SIEM and the costs of installation, configuration, and maintenance.

IV. SMART SIEM

In this section, we present our proposed SIEM by defining its components as well as its architecture.

A. Smart SIEM modules

Given the new generation SIEM requirements, we propose a model consisting of seven modules as shown in Figure 2 that meets all these requirements. These modules were derived from Smart DLC [13].

Smart DLC is a process cartography organized into three types of processes according to the standard 9001: 2015 [17] and the CIGREF standard [18]: management process, production process and support process [19]. We selected from this cycle 6 realization processes and one support process (storage process).

We first looked at the Smart DLC realization processes explained in [13] because it is this type of process that manipulates data and has a direct impact on them. The selected modules correspond to the Smart DLC realization processes and which are: collection module, integration module, filtering module, enrichment module, analysis module, and visualization module.

To be able to perform the storage functions for our SIEM, we also retained the storage process that belongs to the Smart DLC support processes.

The first collection module is responsible for logs collecting and supplying these data to the following modules. The integration module allows the normalization of heterogeneous logs in a unified format, it also handles duplicate and erroneous logs. The filtering module allows selecting the information we want to monitor, which is usually JSON objects. The enrichment module uses the context data to add information that is not included in the raw logs. This is the case, for example, for the IP addresses geographic coordinates, in order to improve their processing thereafter. The analysis module represents the main module of our prototype because the alerts are recognized based on the incoming standardized data. The visualization module displays the results of the analysis module in a smart manner as it facilitates the detection of possible anomalies or attacks. All data manipulated in the system are stored in the storage module.

Fig. 2. The proposed SIEM component diagram
To implement the proposed model, we used the Big Data platform ELK as a base for our prototype [20]. ELK is a Big Data platform designed for centralized log management composed of several open source components. In itself, ELK is not a SIEM solution, but simply a solution for managing and aggregating log files. However, we have combined it with other security tools to enhance the ELK functionality to meet the new generation SIEM system requirements that we have defined previously. ELK is made up of Beats, Logstash, Elasticsearch and Kibana.

- **Beats** is an open source agent platform installed on remote machines to send log data to Logstash.
- **Logstash** is a dynamic open source pipeline that collects and integrates data from multiple sources simultaneously to transform and send them to the storage system, generally Elasticsearch. [20], [21].
- **Elasticsearch** is free distributed, RESTful search and analytics. Its database is of type NoSQL.
- **Kibana** is a powerful and intuitive visualization tool for data found in Elasticsearch.

ELK alone cannot ensure the security incidents detection, for this reason, we have found it useful to integrate other tools for incident detection, integrity checking, registry monitoring and detection, and intrusion prevention. For each feature we looked for, we chose the most powerful open source tool on the market. These tools are as follows:

- **Snort** is an open source network intrusion detection and prevention system (NIDS and NIPS) maintained by CISCO [22].
- **Sguil** is an open source heavyweight application that provides an intuitive graphical interface for visualizing events, session data, and raw packet captures. It was created by Network Security Analysts [23].
- **Zeek** is a very powerful network analysis framework that is much different from the typical IDS. It provides a complete platform for more network analysis [24].
- **OSSEC** is an intrusion detection system that analyzes logs from remote machines to check the integrity of Windows registers and generates real-time alerts [25].

In order to provide real-time monitoring, a load balancing and queue management tool are essential to not lose JSON objects in case of congestion. To do this, we used Redis which is an open source, in-memory data structure store, used as a database, cache and message broker [26]. We have implemented all the aforementioned tools in a distributed Linux environment with the following technical specifications.

**Table 1. Technical specifications**

<table>
<thead>
<tr>
<th>Hardware specifications</th>
<th>Software specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Master server with 8 CPU cores, 16 GB RAM with 1 TB Hard Drive</td>
<td>VirtualBox 6.0.4</td>
</tr>
<tr>
<td>Storage Node with 4 CPU cores, 8 GB RAM and 100 TB Hard Drive</td>
<td>Linux Ubuntu 16.04</td>
</tr>
<tr>
<td>Forward node with 2 CPU, 2 GB RAM and 500 Go Hard Drive</td>
<td>Elasticsearch-6.6.1.tar.gz</td>
</tr>
<tr>
<td></td>
<td>Logstash-6.6.1.tar.gz</td>
</tr>
<tr>
<td></td>
<td>Kibana-6.6.1-linux-x86_64.tar.gz</td>
</tr>
<tr>
<td></td>
<td>Java SE 11.0.2 (LTS)</td>
</tr>
<tr>
<td></td>
<td>Redis 5.0.3</td>
</tr>
<tr>
<td></td>
<td>filebeat-6.6.1-linux-x86_64.tar.gz</td>
</tr>
<tr>
<td></td>
<td>packetbeat-6.6.1-linux-x86_64.tar.gz</td>
</tr>
<tr>
<td></td>
<td>winlogbeat-6.6.1-windows-x86_64.tar.gz</td>
</tr>
<tr>
<td></td>
<td>metricbeat-6.6.1-linux-x86_64.tar.gz</td>
</tr>
<tr>
<td></td>
<td>Sguil 0.9.0</td>
</tr>
<tr>
<td></td>
<td>snort-2.9.12.tar.gz</td>
</tr>
<tr>
<td></td>
<td>Kali Linux 1.0.8</td>
</tr>
</tbody>
</table>

To ensure system elasticity, that means a rational and optimal resources allocation, in order to manage the Big Data aspect, we opted for a distributed architecture illustrated in Figure 3 to implement the proposed SIEM.

**Fig. 3. Proposed SIEM architecture**
B. Smart SIEM tests

To test the proposed SIEM functionality, a virtual lab combining a Web server and Windows and Linux workstations was created to provide a technical environment for the validation of our prototype. Using this network laboratory, a series of malicious cyber actions were performed to assess how well our SIEM was detecting and reporting them. To do this, we used a Linux Kali machine [27] which is the next generation of the industry-leading BackTrack Linux distribution for audit, security, and penetration testing.

Figure 4 illustrates the architecture of the proposed prototype test platform.

**Fig. 4. Smart SIEM test platform**

![Smart SIEM test platform](image)

**V. RESULTS AND DISCUSSION**

In this section, we discuss the results of the tests performed. The first test was to check if all the tools we have integrated on the Big Data platform ELK are working properly. To do this, we checked the service status of all Smart SIEM components on the Master server. Figure 5 shows that all services are operational.

**Fig. 5. Service status of Smart SIEM components**

Then, we tested the Smart SIEM ability to detect multiple attacks that are programmed into the Kali machine as scripts. We have chosen a most common attack in cybersecurity which is port scan because attackers often start with this type of attack to enumerate the network resources victim including IP addresses and open ports. An unauthorized scan may indicate the first steps of a cyber-attack. After launching this attack, we found on Kibana as shown in Figure 6 that the number of alerts that is only the sum of NIDS alerts has skyrocketed from 14 alerts at 15:05 to 68 alerts at 15:15. This behavior should be significant enough to prompt SIEM analysts to investigate a possible attack on their network.

**Fig. 6. Alerts after a scan attack**

Subsequently, we launched several attacks at the same time to see the behavior of Smart SIEM. Figure 7 illustrates the alerts generated by the proposed SIEM and displayed by Kibana after having configured it to show the attacks type, the IP address of the attacker, and the address of the victim, and finally the number of alerts generated.

**Fig. 7. Alerts generated as a result of multiple attacks**

Our SIEM responds perfectly to the attacks made by the Kali machine. Indeed, it has detected SQL command injection attacks for MySQL, PostgreSQL, and Oracle database management systems. Also, it has raised alerts for brute force attacks and finally, DDoS attacks by sending the web server a huge amount (528) of ICMP packets (ping). Finally, we were able, through Smart SIEM, to identify the target and the attacker machines.

**VI. CONCLUSION AND FUTURE WORKS**

In this article, we have proposed a new generation SIEM architecture that takes into account the traditional SIEMs limitations in terms of Big Data management. The designed prototype named Smart SIEM and made up of a Big Data platform ELK with other intrusion detection and load balancing tools could manage large heterogeneous networks composed of several devices with a log files centralization in order to make detection and analysis faster and efficient.
The proposed SIEM provides aggregation and normalization functions for log files collected from multiple sources to provide network analysts with rich information alerts via an efficient and easy-to-use interface. The proposed prototype has been tested in a virtual environment composed of Linux and Windows devices to validate its operation first and then check its behavior against the most common attack scenarios. The results were challenging. Thanks to Smart SIEM, an analyst can not only monitor the cyber activity of his network but also reduce the lifecycle of the detection until the resolution of the detected incidents which increases the efficiency of monitoring level and the malicious activities detection.

Future works will be done to integrate the proposed prototype into a real production environment of a government defense agency.
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