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Abstract: The human action recognition has large number of applications in various domains however its applicability in many real time scenarios has been restricted due to the speed of action recognition algorithms. Therefore there is great need to develop the faster action recognition algorithm. To address this constraint we present a hybrid algorithm for speeded human action recognition (SHAR) based on action snippets algorithm and neighborhood component analysis. The action snippet algorithm results in filtering the key frames and eliminating less informative frames. Moreover the feature selection algorithm at further stage of recognition helps to trimmed down the length of feature vector massively. These two algorithms are integrated with standard pair of feature extraction and classification at different stages to accomplish the goal of faster recognition without compromising the recognition accuracy. The performance of proposed algorithm has been evaluated on weizmann dataset. The proposed methodology provides overall recognition accuracy of 90% with four times faster classification over standard approach of feature extraction followed by classification.

Index Terms: speeded human action recognition (SHAR), action snippets algorithm and neighborhood component analysis.

I. INTRODUCTION

In last few years the human action recognition fascinated significant attention among several researchers because of its large number of applications in various domains that includes human–computer interaction, biometrics, telehealth, and video indexing [1]. The human action recognition is the process of identifying the name of action based on the various body movements performed by human in their day to day life. In short, giving suitable name to the action that can be understood by any average human [2]. Based on learnt knowledge the system will be able to assign the accurate name to the action. Overall the labeling accuracy depends on the training phase which mainly depends on two steps; feature extraction and classification. The feature extraction is the process to extract the most meaningful features that can best way describe the contents of input database. The extracted features are fed to classifier which classifies the action based on learnt knowledge during the training phase [3]. The optimized training results in least classification error and least over fitting issues. So all is depends on the proper selection of feature extraction and classification method because they are complimentary to each other which means if the classifier is weak then extracted features should be enough strong to obtain the desired recognition accuracy or in case extracted features lags behind to describe the person movement then classifier should have tweaking factor which can compensate the role of feature extractor. Overall these methods should work hand in hand to provide the best results for the task of human action recognition [4]. In this paper, we have focused on how to minimize the feature extraction overhead, classifiers fitting and prediction period to provide speeded human action recognition. To achieve the same we have divided our work in two parts, in first we have trimmed down the input data at the beginning itself in large extent using action snippets algorithm which reduces the feature extraction overhead enormously. At second stage we are applying the feature selection algorithm over extracted features to filter out most valuable and meaningful features by eliminating the irrelevant features. This two stage work help classifier to have most appropriate data for training and testing that not only reduces classifiers fitting and prediction period but also helps in minimizing the classification and over-fitting errors. The paper has been arranged in five sections, first section introduces the outline of work, in second related work has been reviewed. The third and fourth section covers two stages proposed methodology and in fifth section result analysis has been presented to draft the most meaningful conclusions in sixth section which can help further researchers to carry out their work in appropriate direction.

II. RELATED WORK

As discussed in the earlier section that this work focuses on development of faster human action recognition technique in which major role is of appropriate features. As perfect features can help to improve the action recognition performance in the similar way irrelevant features can deteriorate the system performance in terms of wastage of fitting and prediction period as well as reduced recognition accuracy. In the view of same the review has been carried out for two purposes; first to select the most important frames among the recorded video called as snippets and second to select the most important features from these snippets.

A. Frame Selection Methods

Always there is a question about how many frames are needed for accurate recognition of human actions.
Generally the videos are recorded at the rate of 24fps to 30fps. So even 5 seconds video results in around 120 to 150 frames but all they are really needed or whether they all content the significant information. The answer is surely not possible because in many scenarios even couples of frames are sufficient to describe the action accurately. Therefore here the need of frame selection method has been raised. Few works has been carried out in that direction. The overview of these methods has been detailed as: Efros et al. introduced optical flow based motion descriptor in spatio-temporal volume for every stationary human skeleton. The classifier used to label at every frame level where around 50 frames has been used for action recognition. In this work noisy optical flow measurement was also handled by considering the optical flow as spatial pattern. This was the first attempt to identify the action at frame level [5].Jhuang et al. developed biologically-motivated system for the human action recognition from video sequences. Author shown that use of sparse features filtered from feature selection methods gives better results over dense one. With least number of features author has achieved higher recognition accuracy [6].Konrad Schindler and Luc Van Gool presented an algorithm that recognizes the human action from just less than 10 frames. Author evaluated the algorithm on standard datasets and achieved the accuracy around 90%. For this work author used local shape and optic flow features. The results has also been compared with accuracy obtained using complete video sequence and proved that even 5–7 frames can also provide the similar accuracy. Our approach of snippet algorithm has been inspired from this work [7].Niebles and Li developed the model able to classify human actions at frame-by-frame level. Author has extracted static and dynamic interest points by representing video sequence as bundle of spatial and spatio-temporal features. Combined use of static and dynamic features gives rich representation of action than individual feature type [8].Laptev and Lindeberg represented and recognized the motion patterns contents in video from set of local space-time descriptors. In this work classification is executed at frame level. Various image descriptors were evaluated for different human activity recognition. Author has highlighted the significance of local position dependent histograms over spatio-temporal jets and position independent histograms [9]. Ali et al. adopted chaotic systems based model to analyze the non linear dynamics of human actions. Trajectories of reference joints are used to extract invariant features that reconstruct phase space which represent the dynamical system. The combination of these invariants over all the trajectories has been used to represent the action. Labeling is done using exemplars with KNN classifier at sequence level [10].

B. Feature Selection Methods

Feature selection is the technique of selecting a small subset from a given set of features by eliminating irrelevant and redundant features. Common approaches to feature selection include stepwise regression, sequential feature selection, and regularization. In recent years several methods has been proposed by researchers for the task of feature selection. Here we will take review of some noteworthy contributions. R. Gilad-Bachrach introduced margin based feature selection method to quantify the valuable feature sets. Margins have been used to provide theoretical generalization bound and to solve the classification problems in multi class applications. The applicability of the algorithm has been proven by comparing it with Relief algorithm based on ratio of accuracy with number of features [11]. Y. Sun developed specifically for the data with large number of irrelevant features. Using local learning arbitrarily complex nonlinear problem has been divided into locally linear sets. The work is based on support vector machine and numerical analysis techniques. Author has claimed that proposed algorithm can process several thousand features in minutes without compromising the accuracy which is independent of the increase in number of irrelevant features. Effectiveness of the algorithm has tested over non conventional datasets such as spiral, thyroid, diabetics, splice, breast cancer and DLBCL dataset [12]. B. Chen considered multimodally distributed data for feature selection and presented the large margin feature weighting method for k-nearest neighbor classifier. By reducing the cost function algorithm learns the feature weighting factors derived for separating different classes by large local margins and bounding together the closely related points under the same class. This algorithm provides efficient solution based on linear programming. The proposed work has been tested on UCI and microarray data sets [13].

III. PROPOSED METHODOLOGY

In this paper we are proposing the novel methodology for faster recognition of human actions based on hybrid combination of various methods at various levels that is action snippet algorithm for frame selection, histogram of oriented gradients (HOG) for feature extraction, neighborhood component analysis (NCA) method for feature selection and at the last support vector machine (SVM) for action classification. In this work we have applied best among the available methods for each specific task. To extract action features various extraction technique are available like spatio temporal interest points (STIP), motion history volumes (MHV), motion history images (MHI) and motion energy image [14]. The earlier research pointed STIP as state of art in the domain however [15] shown that HOG is more effective over STIP in terms of recognition accuracy and response time. Therefore for feature extraction we are using HOG. In the similar way among various supervised learning method, the SVM classifier has been selected based on its least training and testing time as well as higher classification accuracy [15]. The figure 3.1 shows the complete flow diagram of proposed methodology. After acquisition of action videos, the first and foremost step is to obtain segmented frames from this recorded videos that can be easily achieved using the method of temporal segmentation. The video after segmentation results in large number of frames, obviously each of these frames doesn’t contain the meaningful information. So here the task is to filter out the most informative frames and to skip frames with least information. This task is fulfilled by the use of action snippet algorithm which is explained in further subsections. Snippets undergoes preprocessing task where resizing and gray scale conversion operation is applied to have uniform datasets.
There are different ways of computing gradients or image edges. The central tendency of the subject less frames in a video sequence can be increased only if we can reduce the number of frames. This is accomplished by the algorithm has been developed to reduce the number of frames with substantial amount of information related to specific action [8].

A. Action Snippets Algorithm

Snippets are defined as the key frames extracted from video that holds significant amount of data. Action snippets are the frames with substantial amount of information related to specific action [7]. The obvious purpose of snippets is to reduce the number of required frames that leads to faster and optimized human action recognition. The action snippets algorithm has been developed to eliminate subject less frames, frames in which subject is partially visible, frames with repetitive information specifically occurs in case of cyclic/periodic actions.

The proposed action snippet algorithm is based on computing the entropy of the image. The entropy is measure of degree of randomness used to characterize the image. The entropy or average information of an image is calculated from the histogram of the image as histogram shows the various grey level probabilities in the image. The equation for the entropy (H) of image (I) is given in (1).

\[ H(I) = - \text{sum}(p.* \log_2(p)) \]  
(1)

Where p is the normalized histogram counts obtained from image histogram. Once the entropy of all frames in the video sequence has been computed then frames are aligned as per the descending value of entropy. From the figure 4.1 it can be observed that the subject less frames (f) and frames with partial appearance of subject (d & e) has a lowest entropy value. On the basis of which they can be easily eliminated. Also repetitive frames (b & c) can be avoided based on similarities in their entropies. The key frame (a) with substantial amount of information always ranks at initial order in terms of their highest entropy value. Here the number of frames to be filtered out as key frames depends on the user defined threshold for entropy value.

![Fig 4.1 Entropy of the images](image)

B. Feature extraction using HOG

The histogram of oriented gradients (HOG) feature descriptor method is based on computation of normalized local histograms of image gradient orientations. The central concept is person’s appearance and shape can be defined accurately from distributions of local intensity gradients or from directions of edges [16]. The stepwise operations involved in HOG are given below:

1. In the preprocessing stage entire image or patch is preprocessed. In case of patch the desired part of image is cropped first and then resized.
2. In this step, the gradient image is calculated by computing magnitude of gradient (g) and direction of gradient (θ) using following equation (2) & (3):

   \[ g = \sqrt{g_x^2 + g_y^2} \]  
   (2)

   \[ \theta = \tan^{-1} \frac{g_y}{g_x} \]  
   (3)

Here the gx and gy are the x and y derivatives of the image which are computed by convolving the image with horizontal (fx) and vertical (fy) kernels such as [17]:

![Fig 3.1 Flow diagram of proposed methodology](image)
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\[ f_{x} \approx \frac{1}{3} \begin{bmatrix} -1 & 0 & 1 \\ -1 & 0 & 1 \\ -1 & 0 & 1 \end{bmatrix}, \quad f_{y} \approx \frac{1}{3} \begin{bmatrix} 1 \ & 1 \ & 1 \\ 0 \ & 0 \ & 0 \\ -1 \ & -1 \ & -1 \end{bmatrix} \]

When there is no change in the intensity values of image with respect to y the vertical gradient \( g_{y} \) will be zero where as horizontal gradient \( g_{x} \) shows values where there is change in intensity. This clearly indicates the applicability of gradient to capture the regions where abrupt change in intensity occurs.

3. In this step the histogram of gradient is computed by fixing the block size and cell size. The cell size is inversely proportional to length of feature that is when cell size is small the features length is large. Though large number of features contributes to better accuracy but they results in large computation time therefore the cell size should be optimistic.

The figure 4.2 shows the impact of cell size on resultant gradients [15].

4. The gradients of the image are always sensitive to the lighting. To obtain the performance of HOG descriptor independent of lighting we go for block normalization as per the below equation.

\[ \mathbf{v} \rightarrow \frac{\mathbf{v}}{\sqrt{||\mathbf{v}||_{2}^{2}}} \quad (4) \]

Where \( \mathbf{v} \) is the feature vectors

5. In the last step the final feature vector for the entire image is calculated by concatenating all feature vectors in one large vector.

C. Feature selection using NCA

The feature vectors dimensionality reduction can be obtained either by feature transformation method or by feature selection method. Feature selection method chooses a subset of inputs from many whereas Feature transformation method transforms many inputs into fewer inputs such as principal component analysis (PCA), linear discriminant analysis (LDA), or singular value decomposition (SVD) etc. Feature selection method retain original form of features however in feature transformation method may lose the features in the original space because of which interpretation may be different or very difficult. Also Feature selection can be done with simpler hypothesis that need very simple model and hence more interpretable compare to feature transformation. By considering all these parameters we have chosen feature selection method over feature transformation. To handle high-dimensional data the number of algorithms has been successfully developed for feature selection such as Large margin feature weight (LMFW), Iterative Search Margin Based Algorithm (Simba), Local learning based feature selection (FSSun) and Neighborhood component feature selection (NCFS). Among all these techniques neighborhood component feature selection (NCFS) shows outperformance in terms of number of optimal features and minimum classification error [18]. In addition, the NCFS is almost insensitive to the increase in the number of irrelevant features and performs better than Simba, LMFW and FSSun in most cases. NCFS technique is based on Neighborhood component analysis (NCA) which is a powerful feature selection technique that can handle very high-dimensional datasets. It’s nearest neighbor-based feature weighting algorithm, which learns a feature weighting vector by maximizing the expected leave-one-out classification accuracy with a regularization term.

Let \( T = \{(x_{1}, y_{1}), \ldots, (x_{i}, y_{i}), \ldots, (x_{N}, y_{N})\} \) be a set of training samples, where \( x_{i} = d \)-dimensional feature vector, \( y_{i} \in \{1, \ldots, C\} = \) corresponding class label. \( N = \) number of samples.

Here the objective is to compute a weighting vector \( \mathbf{w} \) that lends itself to select the feature subset optimizing nearest neighbor classification. In terms of the weighting vector \( \mathbf{w} \), we denote the weighted distance between two samples \( x_{i} \) and \( x_{j} \) by equation (5).

\[ D_{w}(x_{i}, x_{j}) = \sum_{d=1}^{d} w_{d}^{2}(x_{di} - x_{dj}) \quad (5) \]

where \( w_{d} \) is a weight associated with \( d \)-th feature and \( d \) is number of features. The feature weight can be estimated in equation (6).

\[ w_{d} = \frac{1}{k} \sum_{j=1}^{k} \max(0, 1 - \frac{\delta_{j}^{2}}{\bar{\delta}_{j}^{2}}) \quad (6) \]

where \( l = 1, 2, 3, \ldots, d \)

\( k = \) number of feature partitions

\( \delta_{j}^{2} = \) variance of the observations in \( j \)-th partition

Along the \( d \)-th dimension

\( \bar{\delta}_{j}^{2} = \) global variance of all observations on the \( d \)-th Feature. Feature can be regarded less relevant if the variance of observations in a partition is closer to the global variance. The overall contribution of feature selection algorithm in speeding up the action recognition has been analyzed in Vth section.
**D. Action Classification**

Out of several classification techniques selection of most appropriate classifier is the key challenge. Despite of number of selection criteria we have restricted our selection on the basis of major two factors one is classification accuracy and other as overall classification time. On the basis of different experimental analysis [15] we observed the performance of support vector machines (SVM) is in line with our requirement. SVM classifies data by finding the best hyperplane that separates all data points of one class from those of the other class. Support vectors are the data points that are closest to the separating hyperplane; these points are on the boundary of the slab [9]. The figure 4.3 illustrates these definitions, with + indicating data points of type 1, and – indicating data points of type –1.

The separating hyperplane in support vector machine is defined in equation (7)

\[ w^T x + b = 0 \]  

(7)

Where \( w \) is a weight vector, \( x \) is input vector and \( b \) is bias. From this the equation for output class +1 and -1 are shown in equation (8)

\[ w^T x + b \geq 0 \text{ for } y_i = +1 \]
\[ w^T x + b < 0 \text{ for } y_i = -1 \]  

(8)

where \( y_i \) is the output class.

**V. RESULT ANALYSIS**

The proposed methodology has been evaluated on Weizmann dataset because of its inclusiveness towards major bottleneck issues in human action recognition such as execution rate, anthropometric variation, view invariance and camera motion. The Weizmann dataset is composed of 90 videos which includes the 10 actions (bend, jumping jack, jump forward, jump in place, run, gallop sideways, skip, walk, wave one hand and wave both hands) performed by 9 subjects. The sample frames of few actions have been shown in figure 5.1.

**Table I: Feature Reduction using SHAR**

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Training Data Size</th>
<th>Testing Data Size</th>
<th>Feature Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>2240x432</td>
<td>2240x115</td>
<td>73.37%</td>
</tr>
<tr>
<td>Case II</td>
<td>2240x432</td>
<td>2240x120</td>
<td>72.23%</td>
</tr>
<tr>
<td>Case III</td>
<td>2240x432</td>
<td>2240x86</td>
<td>80.10%</td>
</tr>
<tr>
<td>Case IV</td>
<td>2240x432</td>
<td>2240x108</td>
<td>75.00%</td>
</tr>
<tr>
<td>Case V</td>
<td>2240x432</td>
<td>2240x109</td>
<td>75.00%</td>
</tr>
<tr>
<td>Case VI</td>
<td>2240x432</td>
<td>2240x109</td>
<td>74.77%</td>
</tr>
<tr>
<td>Case VII</td>
<td>2240x432</td>
<td>2240x122</td>
<td>71.76%</td>
</tr>
<tr>
<td>Case VIII</td>
<td>2240x432</td>
<td>2240x112</td>
<td>74.08%</td>
</tr>
<tr>
<td>Case IX</td>
<td>2240x432</td>
<td>2240x107</td>
<td>75.24%</td>
</tr>
</tbody>
</table>

Now we have to study the effect of these reduced features on recognition accuracy. The table II shows the comparative analysis of recognition accuracy obtained using HOG_SVM and proposed method (SHAR). The average recognition accuracy given by HOG_SVM was 85.51% whereas the SHAR has given 89.26% which shows around 3.75% improvement in recognition accuracy at video level.

**Fig 5.1 Weizmann frames of (a) Bend (b) Jack (c) Walk (d) Jump (e) Jump in place (f) Run**

The experimental results have been analyzed on the basis of comparing the performance of proposed methodology with the existing outperforming method. The earlier study [15] shown that the combination of HOG with SVM gives best results over other action recognition methods. Therefore to augment the applicability of our proposed method we embed the action snippet algorithm and feature selection algorithm with HOG-SVM combination. The result has been compared on the basis of two major parameters recognition accuracy and recognition time. The proposed methodology has been abbreviated as SHAR (speeded human action recognition). The table I shows feature reduction (%) obtained using SHAR over HOG_SVM. Here we can observe the feature reduction for nine different cases which are based on leave one-out cross-validation that is out of nine subjects one subject is used for testing and eight for training. This process is repeated for all 9 permutations. The original training data size is 2240 x 432 where 2240 frames belongs to eight subjects and 280 frames in testing data size are belongs to one subject for each case. The average feature reduction for these nine cases is 74.62% which is significantly very high.

**Fig 4.3 Support vectors for two class classification**

The separating hyperplane in support vector machine is
Table II: Recognition accuracy (%) at the level of video

<table>
<thead>
<tr>
<th>Case No.</th>
<th>HOG-SVM</th>
<th>SHAR</th>
<th>Improved Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>82.14</td>
<td>88.35</td>
<td>6.21</td>
</tr>
<tr>
<td>Case II</td>
<td>86.07</td>
<td>89.37</td>
<td>3.3</td>
</tr>
<tr>
<td>Case III</td>
<td>91.42</td>
<td>93.56</td>
<td>2.14</td>
</tr>
<tr>
<td>Case IV</td>
<td>82.14</td>
<td>88.90</td>
<td>6.76</td>
</tr>
<tr>
<td>Case V</td>
<td>75.35</td>
<td>81.40</td>
<td>6.05</td>
</tr>
<tr>
<td>Case VI</td>
<td>89.64</td>
<td>92.36</td>
<td>2.72</td>
</tr>
<tr>
<td>Case VII</td>
<td>80.35</td>
<td>84.44</td>
<td>4.09</td>
</tr>
<tr>
<td>Case VIII</td>
<td>96.78</td>
<td>97.12</td>
<td>0.34</td>
</tr>
<tr>
<td>Case IX</td>
<td>85.71</td>
<td>87.90</td>
<td>2.19</td>
</tr>
</tbody>
</table>

The second most important performance metric is classification time which includes time taken by classifier for training and for prediction i.e. testing time. The table III depicts entire information related to time taken by HOG-SVM and SHAR.

Table III: Training, Prediction and Total classification time

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Training Time (Seconds)</th>
<th>Prediction Time (Seconds)</th>
<th>Total Classification Time (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HOG-SVM</td>
<td>SHAR</td>
<td>HOG-SVM</td>
</tr>
<tr>
<td>Case I</td>
<td>3.90</td>
<td>1.03</td>
<td>0.18</td>
</tr>
<tr>
<td>Case II</td>
<td>4.36</td>
<td>1.21</td>
<td>0.19</td>
</tr>
<tr>
<td>Case III</td>
<td>4.37</td>
<td>0.86</td>
<td>0.19</td>
</tr>
<tr>
<td>Case IV</td>
<td>3.95</td>
<td>0.98</td>
<td>0.19</td>
</tr>
<tr>
<td>Case V</td>
<td>4.00</td>
<td>1.00</td>
<td>0.18</td>
</tr>
<tr>
<td>Case VI</td>
<td>4.38</td>
<td>1.10</td>
<td>0.18</td>
</tr>
<tr>
<td>Case VII</td>
<td>3.74</td>
<td>1.05</td>
<td>0.18</td>
</tr>
<tr>
<td>Case VIII</td>
<td>4.43</td>
<td>1.14</td>
<td>0.20</td>
</tr>
<tr>
<td>Case IX</td>
<td>4.40</td>
<td>1.08</td>
<td>0.19</td>
</tr>
</tbody>
</table>

The average training time for SHAR is 1.05 seconds which is three times less compared to that of taken by HOG-SVM i.e. 4.17 seconds. Similar performance has been recorded for prediction where SHAR takes 40 msec while HOG-SVM needs 180 msec.

Fig 5.2 Average training, prediction and classification time

The bar plot in figure 5.2 shows comparative analysis between HOG_SVM and SHAR on the basis of average training time, average prediction time and average total classification time. The comparative total classification time is the addition of training time and prediction time. Average total classification time required for HOG_SVM is 4.35 seconds whereas for SHAR it is recorded as only 1.09 seconds. Ultimately the SHAR provides around four times faster action recognition compared to HOG_SVM.

VI. CONCLUSION

This paper presents the method for faster human action recognition which is based on hybrid combination of action snippet algorithm and feature selection method with best pairing of feature extraction and classification method. The proposed method has been evaluated on standard dataset with various performance parameters. The results showed the significant improvement in recognition accuracy and reduction in overall classification time. This entire work strive this area towards next step of high speed action recognition that ultimately eliminate the limitations of human action recognition for various real time applications where speed is the utmost priority.
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