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Abstract: 3D image registration of CT and MRI data is carried out using DTCWT sub bands by considering the features from all 64 bands. The features are selected by considering Mattes Mutual Information Metric and the optimizer algorithm estimates the optimum transformation parameters from all the 64 bands. Transformation parameters from eight low pass bands from each octave are averaged to identify optimum registration parameters. Similarly, for registration of high pass bands mean of transformation parameters from 56 bands are identified. The proposed registration algorithm is suitable for register multimodal medical images and the proposed algorithm is validated for more than 20 3D images. Mutual information and joint entropy is estimated to demonstrate the advantages of proposed algorithm over that of intensity based algorithm. With features identified from 56 bands with six orientations the registered image is found to consist of features from both input images with closeness level measured to be within 12%.
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I. INTRODUCTION

With advances in medical imaging technologies in 3D visualization of anatomy, detection and monitoring of tumors has given edge over existing technologies for doctors in treating patients. More than 40 3D images and 20 different structures are analyzed in patient treatment. Determining the tumors avoiding critical structures, knowing the patterns of tumors, motions and changes in motions during course of treatment is time consuming and demands highly accurate registration techniques of multimodal images. The medical equipment used in clinical workflow need to be integrated with 3D/4D registration techniques considering all uncertainties, breathing motion, respiration sorting and in-room imaging. The objects in medical images change with time due to elasticity and abnormalities leading to motion of objects in all three directions that are captured in 3D images. Wavelets have been predominantly used for feature extraction, however with limitations such as shift invariance and directional selectivity issues, complex tree wavelets are being used in place of wavelet transforms. Dual Tree Complex Wavelet Transforms that generate twice large number of sub bands compared with wavelet transforms, selection of appropriate sub bands that contain the required features for image registration determines image registration accuracy. In [1] author has reported on use of Dual Tree Complex Wavelets as pre-processing module by using filters that are near shift invariant and have directional selectivity. The advantages of complex wavelets are that it has low redundancy and complex for pre-processing. The wavelet sub bands obtained by complex dual tree wavelets are robust for changes in contrast of the two images and have local means that provide information for alignment of phase information considering wavelet coefficients. With large amount of motion observed in medical images during data acquisition, both the global motions as well as local motions are extracted from multiple sub bands captured at various resolutions. In 3D registration, registration should be carried on every slice of 3D data set as there could be non-uniform movement in the structures due to non-rigid objects and removal or changes in objects due to clinical intervention [2][3]. In Image registration, the deformed images is transformed by a transformation factor of T that is computed by considering the distance between features such as edges, points and regions [4] that are present in the deformed and reference image. In [5] Registration of MRI and CT images by selection of tibia and femur features from the binary images and affine transformation, validation of the algorithm is carried out by considering correlation coefficient. In [6], preprocessing techniques such as geometric feature based segmentation dynamic threshold method, feature extraction techniques such as automated trunk slices extraction and transformation technique like multi-thread iterative closest point are used for registration. Validation metrics such as negative normalization correlation and Euclidean distance error are computed for registering PET and CT images. In [5], phase information coefficients are considered to align images by using Dual Tree Complex wavelet transforms (DTCWT) coefficients. The shift invariance property of the front end filter along with directional selective property available in DTCWT bands the registration algorithm becomes robust to local mean and contrast changes in images. In [7], two step registration processes is carried out by considering the sub band information computed using DTCWT. Coarse level registration is carried out by considering edges and cross correlation function from low frequency bands and the registration is improved by considering mutual information from six orientation bands. In [8],
registration of medical images is carried out by computing DTCWT sub bands for key point’s selection, Hausdorff distance for similarity measurement between key points and Niche particle swarm optimization for affine transformation. Evaluation metrics such as correlation coefficient, normal mutual information, mean square error and time are used. Most of the methods discussed use affine transformation as deformation model, feature selection and similarity checking based on mutual information. Accuracy in registration algorithm depends on selection of object function and transformation model. In [9][10][11][12], to improve the registration accuracy gradient information is combined with mutual information to capture similarities in both images. For 3D registration along with gradient in x and y directions it is also required to determine gradient in z direction. Along with gradient information, orientation of objects and their edges when combined with mutual information can further improve registration accuracy. For the registered images metrics such as cross correlation, mean square and PSNR are used as performance measurement metrics. It is also required to consider the transformation parameters as one of the metrics for registration. In this work, gradient information and orientations in the gradients are computed by use of 3D DTCWT and the transformation parameters are used to evaluate the performances of proposed 3d image registration algorithm. Image fusions of 3D medical images have been carried out in [13] considering DTCWT features and matching these wavelet features based on statistical mapping approaches. The major properties of complex wavelets sub bands is the interoperability of sub bands such that by interpolation of each of the complex wavelet sub bands the sub bands of shifted data can be obtained. With direction information available in the sub bands, change in direction will result in linear phase change hence providing additional parameter for feature matching in registration. Using dual tree complex wavelet for 3D data registration will lead to complexity in processing algorithms as the 3D transformation will generate both real and imaginary sub bands. There is a need for novel and robust algorithms that process the real and imaginary sub bands for performing accurate registration of 3D data that is faster and less complex in data processing.

II. DTCWT

DTCWT are complex wavelet coefficients, supporting shift invariance and directional choice along six orientations. The filters in DTCWT are of Hilbert pair of bases \( \psi_h \) and \( \psi_g \), satisfying \( \psi(t) = \overline{H(\psi(t))} \). DTCWT is a complete transform with redundancy (2m:1, for m-dimensional signals) and has demonstrated superior results for image processing as compared with DWT[14][15]. 3D DTCWT is defined as \( \psi(x, y, z) = \psi(x)\psi(y)\psi(z) \), where \( \psi(x), \psi(y) \) and \( \psi(z) \) are complex wavelets represented by \( \psi(x) = \psi(x) + j \psi_g(x) \), \( \psi_h \) and \( \psi_g \) are real and imaginary wavelet transforms. The real part of \( \psi(x, y, z) \) is represented by \( \Re \psi = \Re \{ \psi(x, y, z) \} = \psi_1(x, y, z) - \psi_2(x, y, z) - \psi_3(x, y, z) - \psi_4(x, y, z) \), where \( \psi_1, \psi_2, \psi_3 \) and \( \psi_4 \) are 3D wavelet bases and are separable containing 1(Wavelet Sub Band)WSB_{sub} and 7 WSB_{sub}. The remaining sub bands are computed by considering complex conjugation. Equation (1) represents the orthonormal combination matrix of DTCWT computed using DWT trees. Considering Eq. 1, there are four low pass sub bands and 28 high pass sub bands with each of these bands having unique spatial orientation and motion information [16].

The 3D DTCWT structure is shown in Fig. 1(a). The first stage is the 2D DTCWT processor comprising of two stages and the third stage is the processor in temporal domain. 3D input data comprising of 52 frames with each frame of size 512 x 512 is processed simultaneously by 52 numbers of 2D DTCWT processing unit. Every 2D frame (represented by \( S(Z_1, Z_2) \)) is processed row wise first and then column wise in the 2D processor generating four sub bands from each frame. The third stage DTCWT processor processes the sub bands in the z-direction to generate eight sub bands thus representing the first octave bands (shown in Fig.1(c)). Similarly, the 3D DTCWT structure generates eight octaves with each octave consists of eight sub bands of one WSB_{sub} and seven WSB_{sub}. The 2D DTCWT processor comprises of two stage processing unit, the row processing and column processing. The row processing stage consists of four filter banks represented by \{Ho_a, Ho_b, Hi_a & Hi_b\}, each of these filter outputs are further processed by four column filters. The sub bands of high pass \( D_{m/b}^{1/2} \) and low pass \( C_{1/2}^{1/b} \) of 3D DTCWT are mathematically represented as in Eq. (1), where A and B are real and imaginary filter coefficients respectively.

\[
C_{1a/b}^{1/b} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} = \begin{bmatrix} A_{1a} & A_{2a} & A_{3a} & A_{4a}
\end{bmatrix} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} S(Z_1, Z_2, Z_3)
\]

\[
D_{1a/b}^{1/b} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} = \begin{bmatrix} B_{1a} & B_{2a} & B_{3a} & B_{4a}
\end{bmatrix} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} S(Z_1, Z_2, Z_3)
\]

\[
C_{1a/b}^{1/a} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} = \begin{bmatrix} A_{1b} & A_{2b} & A_{3b} & A_{4b}
\end{bmatrix} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} S(Z_1, Z_2, Z_3)
\]

\[
D_{1a/b}^{1/a} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} = \begin{bmatrix} B_{1b} & B_{2b} & B_{3b} & B_{4b}
\end{bmatrix} \begin{bmatrix} Z_1 & Z_2 & Z_3 \\
\end{bmatrix} S(Z_1, Z_2, Z_3)
\]
III. PROPOSED REGISTRATION ALGORITHM

In image registration proposed algorithm, the dual tree complex wavelet filter of 10-tap coefficients is used to decompose unregistered image of CT and MRI into wavelet sub bands. The image registration is carried out by processing eight octave bands. For Registration, one low pass band (3DLMRI) and 7 high pass bands (3DHCT) out of 64 sub bands of DTCWT decomposition are considered. The Low Sub Band (L SB) and High Sub Band (HSB). The proposed image registration process for one octave DTCWT sub bands is shown in Fig. 2 are first processed to map the coordinates of the sub bands from local coordinates (LCS) to global coordinates (GCS) denoted by {RLMRI, RHMRI, RLCT, RHCT}. The inbuilt MATLAB function “imregtform” is used to compute the transformation parameters by providing information on {3DLMRI, RLMRI, 3DLCT, RLCT} and transformation type. The imregtform function requires input parameters that are initialized with MMI metric, initial radius, maximum iterations and growth factor. The function processes the input data considering the constrains and initial parameters set to compute the optimum transformation parameters. The transformation parameters T is computed from both the low pass and high pass DTCWT sub bands. From the transformation parameters obtained from all low pass bands, the average parameter is computed, and from the 56 transformation parameters computed from high pass sub bands the mean of them is considered as the transformation parameters represented as {3DLCT1, 3DLCT2, 3DLCT3, 3DLCT5, 3DLCT6, 3DLCT7, 3DLCT8} and 56 sub bands {3DHCT1, 3DHCT2, ………….., 3DHCT56} are transformed by considering TPMEAN and TPMEAN. 64 sub bands are obtained by invoking “imwarp” MATLAB function that is transformed by cogitating MRI data as reference. The 64 sub bands organized, the registered CT 3D images are obtained from computing inverse DTCWT. The reference MRI 3D image and the registered 3D CT image are compared to evaluate the performance of the proposed algorithm.
information from neighbouring voxels is improved [17]. The \textit{Mattes Mutual Information} (MMI) metric represented by $I(A, B)$ for DTCWT sub bands are computed as in Eq. (2),

$$I(A, B) = H(A) - H(B | A) = H(B) - H(A | B)$$

(2)

Where, $H(B | A) = - \sum_{x \in A} p(x, y) \log p(y | x)$, represents the conditional entropy which is computed by considering the average of the entropy of image sub band B for each of the intensity in sub band A. $H(A)$ and $H(B)$ (shown in Eq. (3)) represents the individual image entropies of image A and image B, with $p_T^A$ and $p_T^B$ representing marginal probability distributions.

$$H(A) = - \sum_{a} p_T^A(a) \log p_T^A(a) \quad \forall A(x, y) = a | x, y \in \Omega^T_{A, B}$$

$$H(B) = - \sum_{b} p_T^B(b) \log p_T^B(b) \quad \forall B(x, y) = b | x, y \in \Omega^T_{A, B}$$

(3)

MMI is computed only by considering relationship between individual voxels in 3D image, with use of DTCWT sub bands MMI computed also considers spatial information. Variable voxels sizes are considered to compute MMI from each of the DTCWT sub bands with localized orientations. For low pass bands voxel size is set to 8 x 8 x 8 as the spatial relationships between frames is considered and for high frequency bands voxels size is set to 16 x 16 x 16 as the orientations in six directions are considered.

Optimization is the process of identifying the maximum or the minimum similarity measure between two images. Mathematically defined as $\min D [MRC_{\text{la/b}}, T(CTC_{\text{la/b}})]$, where $T$ is the transformation function. The optimizer metric based on gradient descent (Balci et al 2007, Tang et al 2006) is defined by Match (MRI, CT) = $\sqrt{\text{SumMRICT}/\text{SumMRI} \cdot \text{SumCT}}$, where SumMRI $\cdot$ SumCT and all other terms similarly defined. From the transformation parameters

$$T = [T_{\text{scale}}, T_{\text{shear}}, T_{\text{rot1}}, T_{\text{rot2}}, T_{\text{reflex}}]$$

determined as represented in Eq. (4), the MRI data is transformed to obtain the registered image with respect to CT image.

$$\text{IV. RESULTS AND DISCUSSION}$$

For evaluation of Image registration algorithm standard data sets from Vanderbilt University with prior permission from Creative Commons, 171 Second Street, Suite 300, San Francisco, California, 94105, USA that comprises of 20 sets of MRI and CT data with 52 frames per 3D data is considered for analysis. The MRI (fixed data) and CT (moving data) is transformed into DTCWT sub bands considering 10-tap symmetric filter coefficient and the low pass sub bands of fixed image and moving image are presented in Fig. 3 and Fig. 4 respectively for frames 1, 4 and 8.
As registration is carried out in wavelet domain, joint histogram of DTCWT bands of MRI and CT data prior to registration are computed and presented in Fig. 6. As DTCWT sub bands localize the features in an image in various sub bands, the redundancy between MRI and CT data as observed in Fig.5 will be distributed in DTCWT sub bands. The low pass bands joint histogram (figure titled “joint histogram MRI-CT” in Fig. 6a) indicates that there are very few gray regions and thus redundancy is limited. Similarly the “joint histogram MRI-CT” title figure in Fig. 6b presents joint histogram of one of the high frequency bands of MRI and CT with very few regions of gray areas.

Fig. 5 Joint histogram of CT and MRI images

Fig. 6 Joint histogram of DTCWT (a) WSBLow pass sub band (b) WSBHigh pass sub band

From the results presented in Figure 6, the redundancy in information content in the consecutive sub bands of both MRI and CT are localized in multiple sub bands. As observed in the joint histogram of MRI-CT sub bands of low pass and high pass the information is distinct and each sub band holds unique features. The redundancy in information in spatial domain is combined as compared with DTCWT sub bands. Considering these distinct features in every DTCWT sub band, 3D image registration is carried out.

4.1 Test Procedures

With initial translation parameters set, MRI data is translated and compared with CT data by considering Mattes mutual information metric. Optimum transformation parameters are achieved with gradient descent algorithm with multiple iterations. The transformation parameters such as scaling, rotation and translation obtained from one quadrant of DTCWT sub bands (WSBLLL, WSBLLL, WSBHHH, WSBHHH, WSBHLL, WSBHLL, WSBHHH, WSBHHH) are presented in Fig.7 to Fig. 9 and is compared with transformation parameters obtained from input images without DTCWT decomposition. The transformation parameters for each of the sub band are computed independently by comparing the MMI metric and gradient optimizer. For one quadrant of DTCWT sub band 24 scaling parameters, 48 rotational parameters and 24 translation parameters are obtained along the x, y and z directions.

Fig.7 Optimum scaling parameters for registration

Fig. 8 Optimum rotation parameters for registration

Fig. 9 Optimum translation parameters for registration

Fig.10 and Fig. 11 presents the gray scale version of eight low pass sub bands that have been obtained after 3D DTCWT representing eight quadrants information. MMI is estimated by processing the corresponding MRI and CT low pass bands and the transformation parameters are estimated.
From the transformation parameters obtained from each of the eight quadrants, mean of the transformation parameters is computed from high pass bands are considered for registration of high pass sub bands. The averages of transformation parameters are considered for registration of low pass bands. Fig. 12 presents the average scaling parameter obtained by computing MMI and optimization process. With each of the eight sub bands of CT data are transformed along the X, Y and Z directions as per the scaling parameter the registration process is accurate and is localized.

Similarly, the rotational and translation parameters are obtained for each of the low pass bands. For the high pass bands the mean of transformation parameters are obtained and each of the CT data sub bands are transformed using these parameters. The low pass sub band and the high pass sub bands of CT data are transformed using optimum parameters.

### 4.2 Test Results

The algorithm for image registration is developed in MATLAB and the algorithm is improved for optimization in image registration metrics and transformation parameter estimation. In proposed algorithm validation is carried out from more than 100 test 3D images of 20 patients. The data sets consist of CT and MRI images of 52 frames each of 512 x 512 sizes. Image pixel size is 0.45 units and 0.86 units for each frame of CT image and MRI image respectively along both directions and is represented using signed number 16-bit. For analysis the registered images visual presentation both in time domain and wavelet domain are presented. After registration, the objects in MRI and CT are aligned and are clearly observed with color changes in the images. The registration results of CT and MRI data of frame 1 in wavelet domain by considering the low pass bands is illustrated in Fig. 13.

The image registration results in time domain is shown in Fig. 14. Registration is carried out using intensity information of input images, DWT and DTCWT based registration algorithm. Observing Fig. 14c representing DTCWT based registration, the information in the registered image are significant and the features are more prominent as compared with the features obtained in the registered image using DWT.

Fig. 15 presents the comparison results of image registration using DTCWT and DTCWT with optimum feature selection algorithm for one frame of 3D image. From the results the visual perception of improved registration algorithm is superior compared with DTCWT based direct algorithm. As there are 52 frames in each 3D image, it is required to evaluate the registration process by considering individual frames. Fig. 16 presents the joint histogram of 1st and 4th frame of registered 3D image with proposed DTCWT algorithm. Fig. 17 presents the joint histogram of 1st and 4th frame with intensity based registration. Joint histogram is computed between input image CT and MRI, MRI and Registered CT, CT and Registered CT image considering all frames.
The images in first row (from left to right) is the CT, MRI and Registered CT image, the images in second row are joint histogram between CT & MRI, MRI & Registered CT, CT and Registered CT images. Comparing images and joint histogram results in Fig. 16 and Fig. 17 it is found that after registration the gray area spread in the joint histogram between MRI & Registered CT, CT and Registered CT in improved and is better in DTCWT based registration algorithm.

The results from Table 1 represents the mutual information registered images and joint entropy metrics are found to be closer to both the input images CT and MRI thus indicating that the registered image contains information from both the input images. The MI and JE metrics for proposed algorithm exhibits closeness in metrics as compared with intensity based metrics. In order to further improve Image registration results can be further improved by decomposing the low sub bands into higher levels by computing level 2 and level 3 decomposition and features are selected from pyramids of DTCWT sub bands.

V. CONCLUSION

In this work, image registration is carried out by considering DTCWT sub bands. 3D DTCWT is applied on the input image data and 64 sub bands are obtained of which 56 of them hold directional information in six orientations both in real and imaginary bands. The eight low pass hold the intensity levels. The proposed algorithm for image registration evaluates the matching criterial considering all orientations and estimates optimum transformation parameters. Based on the optimum parameters estimated registration is carried out in the DTCWT sub band and the registered image is obtained. Metrics such as joint entropy and mutual information is computed to identify the impact of proposed image registration algorithm. From the obtained results, there is an improvement of over 15% in features between reference image and registered image. This improvement of more than 15% is achieved as all the six orientations are considered for image registration. The proposed algorithm is suitable for medical image processing applications and computer guided surgery.
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