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Abstract: Tea plantation contributes significantly to the agricultural economy of India. Automatic tea leaf disease detection is beneficial when compared to manual detection which is not only a tedious grueling task but also less accurate and time consuming. This paper presents an alternative image segmentation technique that can be used for automatic detection and classification of blister blight diseased tea leaf using a fully convolutional neural network (CNN) based method to segment blisters in a tea leaf image. The suggested technique proves to be beneficial in monitoring large fields of tea crops.

Index Terms: Segmentation technique, blister blight, convolutional neural network.

I. INTRODUCTION

Deep learning is inevitably the leading machine learning tool in the general imaging and computer vision domains. In particular, convolutional neural networks (CNNs) have ended up being useful assets for a wide scope of computer vision tasks. Deep CNNs consequently learn mid-level and abnormal state reflections obtained from crude information (e.g., pictures). Recent results indicate that the nonexclusive descriptors extracted from CNNs are extremely effective in object recognition and localization in natural images. The primary advantage of neural networks over traditional machine learning algorithms is that CNNs do not need hand-crafted features, making it applicable to a diverse set of problems when it is not obvious what features are optimal.

Segmentation in jpeg images is an exigent task for various reasons: (1) blister boundaries are often not well defined, particularly on JPEG images, and (2) clinical quality of JPEG images may possess low resolution and often have imaging artifacts. Therefore there is an inherent reliability challenge associated with blister segmentation.

II. METHODOLOGY

A. Image Acquisition

Image acquisition is the foremost step that demands capturing jpeg images of diseased leaves. Since the blisters in tea leaves are highly variable in terms of size (pinhole-size spots on young leaves) and location (underside of leaves), it is practically very difficult to capture them through manual inspection. So the use of digital camera placed at regular spacing in the tea plantation area will acquire good quality jpeg images to be given to the image segmentation system.

B. Image Segmentation

Next preprocessing of input image is done so as to improve the quality of image and to expel the undesired distortion. They are then corrected for any intensity in homogeneity. Clipping of the leaf image is performed to get the interested image region and then by utilizing the smoothing filter, image smoothing is performed. To improve the contrast image enhancement can also be done. Masking is performed on the pixels based on the pre-computed threshold value to isolate the area of interest from the entire image. Thresholding is the simplest method of segmentation. From a grayscale image, thresholding can be used to create binary images. In this step, mostly the green hued pixels are masked. In this, we computed a threshold value that is used for these pixels. Then in the following way mostly green pixels are masked: if pixel intensity of the green component is less than the pre-computed threshold value, then zero value is assigned to the red, green and blue components of this pixel. Image segmentation includes feature extraction.

C. Feature Extraction

Over the traditional gray-scale representation, in the visible light range, the use of color image features paves way to an additional feature for image characteristic. There are three vital mathematical processes in the color co-occurrence distribution method. The first of which is the conversion of the RGB images of leaves into HSI (Hue Saturation Intensity) color space representation.
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In the HSI representation, hue component represents color determined by angles ranging from 0 to 360 degrees. The saturation component, reflects the
amount of purity (distance from vertical axis) ranging from 0 to 1 where closer the distance, paler will be the color. Also the intensity component represents brightness (distance from bottom) ranging from 0 to 1. The histogram of the resulting RGB channels are evident from Fig 1. After completion of this procedure, in order to generate a color co-occurrence distribution or matrix, each pixel map is used, which results into three color co-occurrence distributions, one for each of H, S, I. The obtained co-occurrence distribution gives the distribution of co-occurring pixel values or colors at a given offset(δa,Δb) which can be applied to any pixel in the image (ignoring edge effects). Hence an image with p different pixel values will produce p×p co-occurrence distribution for the given offset. So Di,j value of the co-occurrence distribution indicates the number of times in the image, the ith and jth pixel values occur in the relation given by the offset(δa,Δb) shown in the below equations (1) and (2)

\[
\begin{align*}
(c_a, c_b) &= i \\
I(a + c_a, b + c_b) &= j \text{ otherwise}
\end{align*}
\]

Subsequently, to quantify the perceived texture (information about the spatial arrangement of color or intensities in selected region of image) some of the features called as texture features, which include local homogeneity, contrast, cluster shade, energy, and cluster prominence are computed for the input image as shown in the equations (3),(4) and (5).

\[
\begin{align*}
LH &= \sum_{i,j=0}^{N-1} D(i,j)l/(i+j) \\
\text{Contrast} &= \sum_{i,j=0}^{N-1} (i,j)^2 D(i,j) \\
\text{Energy} &= \sum_{i,j=0}^{N-1} D(i,j)^2
\end{align*}
\]

The feature values for the tea leaves thus obtained from the co-occurrence distribution are compared with the corresponding feature values stored in the feature dataset. Further convolutional neural network is used for classification supported by parameter optimization.

### III. IMPLEMENTATION

#### A. Implementation Details

As the typical convolutional neural network architecture for image processing consists of a series of layers of convolution filters, interspersed with a series of data reduction or pooling layers, the convolution filters are applied to small patches of the input image. The convolution layer is the foremost layer that takes the input image (matrix with pixel values) and selects a smaller matrix from it called as a filter or kernel. Multi-channel patches are first independently passed through convolutional filter banks, then a fully connected (FC) layer is applied to predict the voxel-wise membership at the center of the patches from the concatenated outputs of the filters. In the proposed architecture, multi-channel 2D patches are convolved with multiple filter banks of various sizes and the outputs of the convolutional pathways are concatenated.

#### B. Metrics

The metrics used are: Dice coefficient, blister false positive rate (BFPR), and positive predictive value (PPV) to compare segmentations. The manual and an automated binary segmentation are denoted by M and A respectively. Dice is a voxel-wise overlap measure. Since the blisters are often small and their total volumes are typically very small compared to the whole leaf volume, Dice can be affected by the low volume of the segmentations. Therefore Blister false positive rate is defined based on distinct blister counts. A distinct blister is defined as an 10-connected object, although such a description of blister may or may not be biologically accurate. Blister false positive rate is the number of blisters in the automated segmentation that do not overlap with any blister in the manual segmentation, divided by the

---

**Table I**

<table>
<thead>
<tr>
<th>Filter Bank</th>
<th>Type</th>
<th>No. of Filters</th>
<th>Filter size</th>
<th>Parameters</th>
<th>No. of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolution</td>
<td>128</td>
<td>3^2</td>
<td>3×3×128</td>
<td>1152</td>
</tr>
<tr>
<td>2</td>
<td>Convolution</td>
<td>64</td>
<td>5^2</td>
<td>5×5×128×64</td>
<td>204800</td>
</tr>
<tr>
<td>3</td>
<td>Convolution</td>
<td>32</td>
<td>3^2</td>
<td>3×3×64×3^2</td>
<td>18432</td>
</tr>
</tbody>
</table>

After concatenation, instead of an FC layer to predict the membership or probability of the center voxel of the p1×p2 patch, we add another convolutional pathway that predicts a membership value of the whole p1×p2 patch. Note that with variable pad sizes (refer Table 1), the sizes of the input and outputs of the filters are kept identical to the original jpeg image patch size. The training memberships are generated by simply convolving the manual hard segmentations with a 3×3 (denoted 32) Gaussian kernel. It has been observed that larger patches produce more accurate segmentations compared to smaller patches, and determined that a 35×35 patch produced the best results based on the dataset.

Improved segmentation results were achieved using a set of 5 convolutional filter banks with decreasing numbers of filters in one convolutional pathway, as shown in the Table I. The optimal number of filter banks in a pathway were also estimated from a validation strategy discussed earlier. Each convolution is followed by a rectified linear unit. Our experiments showed that smaller filter sizes such as 32 and 52 generally produce better segmentation than bigger filters such as 72 and 92. We hypothesize that since blisters boundaries are often not well defined, small filters tend to capture the boundaries better. Also the number of free parameters (9 for 32) increases for larger filters (49 for 72), which in turn can either decrease the stability of the result or incur overfitting. However, smaller filters may perform worse for larger blisters. Therefore we empirically used a combination of 32 and 52 filters based on our validation set. It is evident that, a major difference in the network architecture proposed here in contrast to other popular convolutional neural network based segmentation method is the use of a convolutional layer to predict membership functions.
2% increase in average Dice coefficients with rotated patches at the cost of significantly more memory and training time, indicating that the network is already sufficiently generalizable with the original training data. Therefore we did not use rotated patches in the final segmentation. It is however essential to understand the full scope of performance improvement with respect to the available training data and other augmentation techniques, such as patch cropping or adding visually imperceptible jitters to images.
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