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Abstract: Recommendation Systems have gathered a lot of attention from the research community following the introduction of internet. Internet provided platform for development and deployment of web, mobile and desktop-based applications. The overall penetration of the internet has increased across the globe over the last two decades which in turn provides more customers for the tech companies. In this project, we are mostly focussing on E-commerce companies like Amazon. It is never easy to find a product that has all the features you need. We have developed a model that can be used to assist the customers in choosing the best product available that has features as specified by the customer. This model will list down all the products that have that feature. Additionally, it will also provide a feedback to the manufacturer of the product regarding the features that did not impress most of the customers. The manufacturer can work on these features and improve them when launching upgraded versions or new products in the same category. The core idea of this project is to analyse the product reviews given by existing customer to assist a new customer in choosing the best product having the feature as specified by the customer.
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1. INTRODUCTION

The web has flourished rather exponentially following the creation of World Wide Web (WWW) in 1989 by Tim-Berners-Lee. It gave rise to a new set of companies that generated income by deploying their Applications on the web. These are now known as “Tech-giants”. It includes Google, PayPal, Microsoft, Amazon and many more. Most of these companies have developed algorithms to assist customers in buying their products. These algorithms are known as “Recommendation Systems”. The reason why they use such algorithms varies from company to company. Some companies like YouTube, Facebook use it to improve user experiences for customer retention while others like Amazon, eBay use it to make the customer to spend more money by suggesting related products. The main idea behind deploying such algorithms is mostly to retain more customers.

In this project, we have focussed our study on E-commerce website Amazon. Here, we will use the dataset that consists of data collected by using web-scraping on customer reviews for three products. Most of the data collected was noisy and had missing values. Noise in data can be referred to as any meaningless information that unnecessarily increases the skewness and corruption in data. We pre-processing of this data. Pre-processing basically refers to the techniques applied to convert the data into a form that can be understood by the computer. It becomes very difficult for a system to understand and interpret noisy data correctly. Therefore, it is very important to handle or remove the noise from the data as it may adversely affect the results of data analysis and skew the conclusions. There are many different types of noises that can be present in text for e.g. missing values, incomplete, outliers etc. We can use a number of techniques such as binning, clustering or regression to handle noisy data.

Fig 1: The dataset

In this project, we are applying the concept of Natural Language Processing (NLP). NLP is a part of deep learning that mainly focuses on training models on textual data. NLP can be defined as a sub-field of machine learning that focuses on text processing to understand or infer what the text means. We know that machines will never understand the words directly but the idea is to understand the relation between words. Python provides support for NLP inform of NLTK library. It is a very wide range of applications like text-classification, named-entity-recognition, parts of speech tagging, next word predictions (as seen in google, Qwerty keyboard in smartphones). Almost 80 percent of data available on the internet is in text format. Images, audios videos etc occupy the remaining share. It is worth noting that approximately 2.5 EB of data is generated every day. It is being generated as we speak. With such a huge amount of information, it becomes increasingly difficult to process this data. Text processing can be defined as techniques that are applied to convert the data into a form that is understood by the system. One of the techniques that can be applied to pre-process text is stop-words removal. The dataset we collected had customer reviews for three different products. These reviews are simple text and so had a lot of stop-words in them which needed to be removed for further processing. We tokenized each of these reviews and checked if they were present in Stop-words package of nltk.corpus library. We removed all the tokens that present in Stop-words. At the end of this process, we formed a new list consisting only stop-words-free reviews.
Another method that can be used for text processing is Text normalization. Text Normalization can be defined as a method to prepare words, sentences, text and documents for further processing. There are many techniques that can be applied in order to normalize the text but we have focussed on the following two: Stemming and Lemmatization.

There are a number of different languages a person can speak. Most of these languages contain some words that are derived from another word. The language that consists of different versions of same word is known as inflected language. In grammar, we use different versions of the same word with slight variations by adding some prefix, infix or suffixes to express different grammatical categories such as gender, tense, mood, voice and count. For e.g.

(sit, sat, sitting, seated) -> sit.

As shown in the above example, sit, sat, sitting, seated are inflections or variation of the same root 'sit'. All of them have the same meaning but are used differently based on the context of text. Stemming and Lemmatization are two text normalization methods that can be used to derive the root words from the inflected words. These methods when used can help us reduce the size of the document which makes it easier for further processing and analysis. Stemming can be defined as the process of removing inflections in the word in order to derive the stem, base or root form even if that root form in itself is not a valid word in that language. In Stemming, the program used to derive a stem is known as stemmer. Many stemmers have been proposed some as early as 1960s. There are two most commonly used stemmers – Porter Stemmer and Lancaster Stemmer. Porter Stemmer finds the stem of the given word by following a set of five rules that are applied in phases. Lancaster Stemmer on the other hand stores a set of 120 rules stored in a table that is indexed by the last character of the inflected word in each iteration. Each rule specifies a replacement or deletion. If no such rule is found, the stemmer terminates. Both of the stemmers perform well but Porter Stemmer is fast hence used in Information Retrieval System. Lancaster Stemmer is slow because the large number of iterations but more efficient.

Lemmatization on the other hand can be defined as the process of removing inflections in the word in order to derive the lemma, stem, base or root form such that lemma is a valid word in that language. We can get clear picture by referring the following examples:

### Stemming

Friendship -> Friendship
Destabilized -> Destabl
Troubling -> Troubl

### Lemmatization

Friendships -> Friend
Destabilized -> Dest
Troubling -> Trouble

There is always a dilemma about which one to use for deriving the root word – stemming or lemmatization. It depends completely on the application. In our project we have used lemmatization as we need a lemma that is a valid word in the English Language.

II. LITERATURE SURVEY

There are quite a few research papers related to the work. In this section, we provide the details of the work done in these papers.

In [1], the authors have emphasized on the need of identifying communities in the research fields. They have analysed the data and identified that “Review of Modern Physics” has the greatest number of citations. Here they have tried to identify the most active and influential nodes. For this they have applied sociometric analysis.

In [2], the authors have nicely explained that Twitter is one of the most important tools for dissemination of information related to scholarly articles. In this paper they have established that Twitter is being mostly used by non-academic users to discover information and develop connections with scholars to gain access to their scholarly materials.

In [3], the authors have tried to investigate if the removal of stopwords negatively affects the classification of tweets in sentimental analysis on twitter data. They have applied six different methods to identify stopwords from equal number of datasets. They concluded that using a static list of stopwords to identify stopwords from six datasets lead to wrong classification of tweets in sentimental analysis. Generating a list of stopwords dynamically lead to high performance classification with reduction in data sparsity.

In [4], the author has done a comparative study on different stemming algorithms. It is decide that the algorithms can be classified into two types – rule based and linguistic based. If one algorithm outperforms other in one area, the latter may perform well in some other area. Furthur, It is concluded that the problems of over stemming and under stemming can be solved by considering the semantics of words and parts of speech of the language.

In [5], the authors have given an introduction to stemming and lemmatization. Here, they have explained the concepts practically by executing the stemming and lemmatization algorithms in python programming language. They have explained the Porter and Lancaster stemming. The writers have mentioned that Porter Stemmer is fast compared to Lancaster Stemmer.
They have used NLP to perform stemming and lemmatization. In [6], the authors have provided a study on topic modelling. Topic Modelling provides a way for analysing unclassified text efficiently. A topic contains a group of words known as clusters that occurs frequently together. A Topic Model can be defined as an unsupervised analysis of unclassified topics across various text documents. These topics which occur are abstract in nature. Similarly, there is a possibility of having multiple topics in an individual document. The paper provides two categories that come under topic modelling. First one discusses the area of methods of Topic Modelling, which has four methods. These methods are as follows Correlated Topic Model (CTM), Latent Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA) and Probabilistic Latent Semantic Analysis (PLSA). The second category is known as Topic Evolution Model, which considers an important factor time.

### III. METHODOLOGY

In this project, we have proposed a model that analyses the customer reviews in order to find best features in all the given product. These features will be stored in a list. Anytime a prospective customer searches for product having a particular feature, this model will list down all the products that were highly rated for that feature by the existing customers of those products. We have tested our model for customer reviews of Samsung, Micromax and Jio smartphones.

![Fig 3: The Methodology](image)

The algorithm of the model is as shown below:

1. The input data, which is the customer ratings and reviews of products (i.e. customer reviews of Samsung, Micromax and Jio smartphones) using web scraping or Amazon API are collected and stored it in their respective .csv files.
2. The required packages and csv file are imported into a list `data` in the Python Notebook. Each of the .csv files have two attributes `Ratings` and `Reviews`.
3. Creation of the lists – `goodReviews` and `badReviews` from `data`. `goodReviews` contains all the reviews whose corresponding ratings are either greater than 3 out of 5. All other rated reviews occupy the `badReviews` list.
4. The stopwords from both of the above-mentioned lists are removed. This is done by tokenizing all the reviews in a list and ensuring that none of these tokens are present in nltk.corpus.Stopwords.words(English). If present, that token is removed from the list.
5. Lemmatization is performed on both of the above-mentioned lists after stopwords removal. This is done by tokenizing the reviews and feeding each of these tokens to `nltk.stem.WordNetLemmatizer`. Each of these outputs is added to form new lists `goodReviewsClean` and `badReviewsClean` generated from the tokens of `goodReviews` and `badReviews` respectively.
6. Next, the occurrence of tokens in their respective lists to generate a count for each of the tokens. We generate two dictionaries – `goodReviewsDict` and `badReviewsDict` that will store the `{token : count}` as its elements for all tokens from `goodReviewsClean` and `badReviewsClean` respectively.
7. For each element in `goodReviewsDict`, its count is compared with a threshold value. If the count is greater than the threshold, then we add the token in a new list `finalGoodReviews`. Same procedure is applied for the elements of `badReviewsDict` to generate `finalBadReviews`.
8. Steps 2 to 7 are repeated for customer reviews all other products stored in their respective .csv files.

### Table 1: The Table Depicts The Dataset Collected Using The Reviews Of Products In E-Commerce Websites

<table>
<thead>
<tr>
<th>Products</th>
<th>goodFeature1</th>
<th>goodFeature2</th>
<th>goodFeature3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung</td>
<td>display</td>
<td>radio</td>
<td></td>
</tr>
<tr>
<td>Micromax</td>
<td>cheap</td>
<td>sound</td>
<td>ROM</td>
</tr>
<tr>
<td>OnePlus</td>
<td>processor</td>
<td>camera</td>
<td>sound</td>
</tr>
<tr>
<td>Levi's</td>
<td>cheap</td>
<td>longevity</td>
<td>quality</td>
</tr>
<tr>
<td>Raymond</td>
<td>quality</td>
<td>formal</td>
<td>indian</td>
</tr>
<tr>
<td>Manyavar</td>
<td>traditional</td>
<td>quality</td>
<td>Indian</td>
</tr>
<tr>
<td>Parle-Agro</td>
<td>cream-biscuits</td>
<td>chips</td>
<td></td>
</tr>
<tr>
<td>Britannia</td>
<td>chips</td>
<td>cream-biscuits</td>
<td>indian</td>
</tr>
</tbody>
</table>

### IV. RESULTS

If the constraint of customer is camera then the recommended mobiles are

The smartphones that have been voted for best Camera are:

1. Samsung

For the product Micromax Canvas2 phone the feature that is suggested to upgrade is

The recommendations to the product for Micromax Canvas 2 mobile is

Camera
Sound

### V. CONCLUSION

In this project we have proposed a model that can be used for recommendation of high-rated products based on query of prospective customers. We are analysing customer reviews to find out the best and worst features of three products – Micromax, Samsung and Jio smartphones. This information can be used recommend products based on user queries. Recommended list will be genuine as it has been generated by analysing customer experiences with that product. The information about bad features can be used by manufacturers to improve their future releases or products. This model has been tested on static data. In future, we plan to simulate the model on real-time data.
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