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Abstract: Cancer has been portrayed as a heterogeneous disease comprising of a wide range of subtypes. The early diagnosis of a cancer type is very important to determine the course of medical treatment required by the patient. The significance of classifying cancerous cells into benign or malignant has driven many research studies, in the biomedical and the bioinformatics field. In the past years researchers have been encouraged to use different machine learning (ML) techniques for cancer detection, as well as prediction of survivability and recurrence. What's more, ML instruments can be used to distinguish key highlights from complex datasets and uncover their significance. An assortment of these procedures, including Artificial Neural Networks (ANNs), Bayesian Networks (BNs), Random Forest Methods (RVMs) and Decision Trees (DTs) has been usually used in cancer research for the development of predictive models, resulting in successful and exact decision making. Although it is obvious that the usage of machine learning techniques can enhance our comprehension of cancer detection, progression, recurrence and survivability, a proper level of accuracy is required for these strategies to be considered in the ordinary clinical practice. The predictive models talked about here depend on different administered ML strategies and on various input features and data samples. We have used Naïve-Bayes classifier, Neural Networks method, Decision Tree and Logistic Regression algorithm to detect the type of breast cancer (Benign or Malignant) and selection of features which are more relevant for prediction. We have made a comparative study to find out the best algorithm of the above four, for prediction of cancer type. With a high level of accuracy, any of these methods can be used to predict the type of breast cancer of any particular patient.
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I. INTRODUCTION

It has been an attempt over last many years that how to detect and cure cancer. Cancer which can be of various types like breast cancer, lung cancer, throat cancer, blood cancer etc. is known to be the deadliest disease which still now have not got any cure. There are several levels of cancer from 1 to 6. However, on the good side if cancer is detected when it is in level 1 or 2 or at the very initial stage, there is a significant probability that it will get cured within a period of time. With the advent of new technologies in the field of medicine, we get new ideas of curing the disease with methods like machine learning. The problem for the cancer can be broadly classified into three types. Firstly, the problem is to predict whether a person in a particular stage of cancer has the chance to survive or not. Secondly the problem is to predict whether a person who has already encountered the disease in the past and got cured, has the probability of having the same disease in future. Thirdly the domain in which we are working includes the detection of cancer at the earliest stage. As they say prevention is always better than cure, we focus on all sorts of machine learning algorithms that can be used to detect the presence of cancer at an early stage. We all have the basic idea about what cancer is. Cancer is basically the malignant growth of tissues due to rapid cell division. Here we have a dataset specifying the various parameters of the patients and stating whether the tumour is malignant or benign. We are working in the domain of machine learning and in this paper we focus on the several types of standard algorithms like logistic regression, Naïve Bayes, Decision Tree, Neural Networks etc. to predict the presence of breast cancer for a given dataset. The data for over 500 patients are collected from websites like Kaggle for various parameters like Perimeter mean, Area Mean, Radius Mean etc. and we do a comparative study of all the algorithms to find out which algorithms gives the best accuracy results. We take the diagnosis of the dataset as the target variable and takes a certain percentage of the dataset to be the training set and the rest of it to be the testing set. This paper gives the results and comparisons for each type of learning algorithm in its plot. There are other methods related to profiling and circulating miRNAs that have been proven a promising class for cancer detection and identification. Various aspects regarding the prediction of cancer outcome based on gene expression signatures are discussed. These studies list the potential as well as the limitations of microarrays for the prediction of cancer outcome. Even though gene signatures could significantly improve our ability for prognosis in cancer patients, poor progress has been made for their application in the clinics. However, before gene expression profiling can be used in clinical practice, studies with larger data samples and more adequate validation are needed. In the present work only, studies that employed ML techniques for modeling cancer diagnosis and prognosis are presented.

II. LITERATURE SURVEY

Kourou, Themis Exarchos, Konstantinos Exarchos, Karamouzis and Fotiadis researched on machine learning applications in...
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cancer prognosis and prediction in 2014. Their study proved that the integration of multidimensional heterogeneous data combined with the application of different techniques for feature selection and classification can provide promising tools for inference in the cancer prediction researches. Singhal and Tiwary proposed a new method for detection of skin cancer using Artificial Neural Network in 2015. First, they used wavelet transform for feature detection and then those features were used to train and test the neural network. This method successfully detects skin cancer from images with an accuracy of 92% with BPNN and 88% with RBFNN using a haar wavelet. Rana Bhat, Vishwanath and Li researched on detecting cancer through gene expressions using deep generative learning in 2016. They proposed a model for detection and classification of inflammatory breast and prostate cancer. The proposed model utilized cDNA microarray gene expressions to gauge its efficacy. Based on deep generative learning, the tuned discriminator and generator models, D and G respectively, learned to differentiate between the gene signatures without any intermediate manual feature handpicking, indicating that much bigger datasets can be experimented on the proposed model more seamlessly.

III. PROPOSED SYSTEM

In this paper we have used machine learning algorithms like Naïve Bayes, Decision Tree, Logistic Regression and Neural Networks algorithm to classify cancer patients and detect the type of cancer. Given a few parameters, our algorithms can predict whether the patient has malignant cancer or benign cancer.

IV. IMPLEMENTATIONS

A. Data File and Feature Selection

Breast Cancer Wisconsin (Diagnostic) Data Set from Kaggle repository and out of 31 parameters we have selected about 8-9 parameters. Our target parameter is breast cancer diagnosis – malignant or benign. We have used Wrapper Method for Feature Selection. The important features found by the study are: Concave points worst, Area worst, Area se, Texture worst, Texture mean, Smoothness worst, Smoothness mean, Radius mean, Symmetry mean.

B. Logistic Regression

The accuracy obtained is 97.48%.
C. Naïve-Bayes

The accuracy obtained is 98.4%

Naïve Bayes

410 samples
7 predictors
2 classes: ‘B’, ‘M’

No pre-processing
Resampling: bootstrap (25 reps)
Summary of sample sizes: 410, 410, 410, 410, 401, 401, ...

Resampling results across tuning parameters:

<table>
<thead>
<tr>
<th>model</th>
<th>Acc.</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>FALSE</td>
<td>0.962921</td>
<td>0.932777</td>
</tr>
<tr>
<td>TRUE</td>
<td>0.9683865</td>
<td>0.938368</td>
</tr>
</tbody>
</table>

Tuning parameter ‘fl’ was held constant at a value of 0
Tuning parameter ‘adj’ was held constant at a value of 1

Accuracy was used to select the optimal model using the largest value.

The final values used for the model were fl = 0, usekernel = TRUE and adjust = 1.

D. Decision Tree

The accuracy obtained using decision tree is 93.10%.

E. Neural Networks

The accuracy obtained is 97.5%
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4. Texture worst
5. Texture mean
6. Smoothness worst
7. Smoothness mean
8. Radius mean
9. Symmetry mean

We have got the highest accuracy for Naïve Bayes algorithm - 98.4%. The accuracies obtained by both Logistic Regression and Neural Networks are close to 97.5%. The accuracy obtained using Decision Tree algorithm is 93.1%.

Results obtained for the Naive-Bayes Algorithm:
- Accuracy – 98.4%
- Precision- 98.9%
- Recall-98%
- F-score- 0.984

VI. CONCLUSION AND FUTURE ASPECTS

In this survey we have applied four different algorithms to cancer dataset and Naive Bayes was found out to be the most effective algorithm. Proper subset of features was found which was crucial in detecting malignancy. Integration of multi dimensional features can give more effective tools for detection of cancer. Other machine learning models like support vector machine, other models of neural networks (CNN or ANN) could be implemented. Other learning algorithms can be applied with using our chosen set of features. A dataset with more number of examples can be used.
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