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Abstract- Nowadays, Online Social Media is dominating the 

world in several ways. Day by day the number of users using 

social media is increasing drastically. The main advantage of 

online social media is that we can connect to people easily and 

communicate with them in a better way. This provided a new way 

of a potential attack, such as fake identity, false information, etc. 

A recent survey suggest that the number of accounts present in 

the social media is much greater than the users using it. This 

suggest that fake accounts have been increased in the recent 

years. Online social media providers face difficulty in identifying 

these fake accounts. The need for identifying these fake accounts 

is that social media is flooded with false information, 

advertisements, etc. 

Traditional methods cannot distinguish between real and fake 

accounts efficiently. Improvement in fake account creation made 

the previous works outdated. The new models created used 

different approaches such as automatic posts or comments, 

spreading false information or spam with advertisements to 

identify fake accounts. Due to the increase in the creation of the 

fake accounts different algorithms with different attributes are 

use. Previously use algorithms like naïve bayes, support vector 

machine, random forest has become inefficient in finding the 

fake accounts. In this research, we came up with an innovative 

method to identify fake accounts. We used gradient boosting 

algorithm with decision tree containing three attributes. Those 

attributes are spam commenting, artificial activity and 

engagement rate. We combined Machine learning and Data 

Science to accurately predict fake accounts. 
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I. INTRODUCTION 

In today's Modern society, social media plays a vital role in 

everyone's life. The general purpose of social media is to 

keep in touch with friends, sharing news, etc. The number of 

users in social media is increasing exponentially. Instagram 

has recently gained immense popularity among social media 

users. With more than 1 Billion active users, Instagram has 

become one of the most used social media sites. After the 

emergence of Instagram to the social media scenario, people 

with a good number of followers have been called Social 

Media Influencers. These social media influencers have now 

become a go-to place for the business organization to 

advertise their products and services.  
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The widespread use of social media has become both a boon 

and a bane for the society. Using Social media for online 

fraud, spreading False information is increasing at a rapid 

pace. Fake accounts are the major source of false 

information on social media. Business organizations that 

invest huge Sum of money on social media influencers must 

know whether the following gained by that account is 

organic or not. So, there is a widespread need for a fake 

account detection tool, which can accurately say whether the 

account is fake or not.  In this paper, we use classification 

algorithms in machine learning to detect fake accounts. The 

process of finding a fake account mainly depends on factors 

such as engagement rate and artificial activity. 

 
Fig 1.1 Graph Showing increase in number of Fake 

accounts over the years  

II. EXISTING SYSTEM 

The existing systems use very fewer factors to decide 

whether an account is fake or not. The factors largely affect 

the way decision making occurs. When the number of 

factors is low, the accuracy of the decision making is 

reduced significantly.  There is an exceptional improvement 

in fake account creation, which is unmatched by the 

software or application used to detect the fake account. Due 

to the advancement in creation of fake account, existing 

methods have turned obsolete. The most common algorithm 

used by fake account detection Applications is the Random 

forest algorithm. The algorithm has few downsides such as 

inefficiency to handle the categorical variables which has 

different number of levels. Also, when there is an increase 

in the number of trees, the algorithm's time efficiency takes 

a hit. 
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III. PROPOSED SYSTEM 

The existing system uses random forest algorithm to identify 

the fake account. It is efficient when it has the correct inputs 

and when it has all the inputs. When some of the inputs are 

missing it becomes difficult for the algorithm to produce the 

output. To overcome such difficulties in the proposed 

systems we used a gradient boosting algorithm. Gradient 

boosting algorithm is like random forest algorithm which 

uses decision trees as its main component. We also changed 

the way we find the fake accounts i.e., we introduced new 

methods to find the account. The methods used are spam 

commenting, engagement rate and artificial activity. These 

inputs are used to form decision trees that are used in the 

gradient boosting algorithm. This algorithm gives us an 

output even if some inputs are missing. This is the major 

reason for choosing this algorithm. Due to the use of this 

algorithm we were able to get highly accurate results. 

IV. DETECTION STRATEGY 

In Our Research, we define an account as fake when it 

doesn't meet the minimum engagement rate, have artificial 

activities or when the account has a history of Spam 

comments.  

A. Web Scraper 

Web Scraper is used to extract data from a website. When a 

user pastes a link of a Social media Account, Using OutWit 

hub, a Web scraper tool, we extract necessary pieces of 

information from the social media site.  

We extract data such as login activity, Total Likes, Total 

Comments, Number of posts, Number of followings and 

Number of Followers. 

B. Calculation of Engagement rate 

An engagement rate is a metric that measures the level of 

engagement of a Post or Story received on social media. It is 

the percentage by which the audience interact with a post. 

By checking the number of interactions with the number of 

followers we can evaluate the engagement rate. Interactions 

can be of likes, comments, and shares. Most Fake accounts 

will boast of 1000s of followers and a very minimum 

number of likes. Since the engagement rate is relatively 

calculated, comparisons between popular accounts and 

semi-popular accounts are comparatively easy. This metric 

is one of the most vital ones because lesser audience 

engagement signifies that the account is fake. 

 
Fig 4.1 Engagement rate Calculation 

C. Artificial Activity 

Normal social media activities such as liking, commenting 

and sharing turns into an artificial activity when the 

frequency of the above mentioned are very high. Around the 

clock activity also signifies that the account is used by a 

Bot. At this stage, we look into the number of likes, 

comments, and shares this particular account has made since 

its creation. If an enormous amount of likes or comments are 

found, then that account will be considered as fake. By 

enormous we mean a number which is not achievable by an 

average social media user. Also, the amount of time the 

account was online will be looked upon before concluding. 

Other factors that are considered are insufficient information 

on the account and Status of verification of the mobile 

number and email.  

D. Spam Comments 

BOT comments are always known to be very Generic and 

often lack Substance. At this stage, the comments made 

from the account will be gone through in a detailed manner. 

Total number of comments by the user made  since the 

creation of the account will be compared with average 

comments of users in that particular OSN’s. If there is a big 

difference the account may be considered fake. Commenting 

links will lead to the account being termed as Fake account. 

Same or Similar type of comments will also be considered 

as spam comments. 

E. Detection of Fake Accounts 

In this step, we combine all the data we extracted from the 

website. In this paper we mainly focus on engagement rate, 

artificial activity and spam comments. The data collected 

using web scraper is used to compute the values for the 

factors mentioned above. Using these factors different 

decision tress is formed. Using gradient boosting algorithm 

and with the formed decision trees fake accounts are 

detected. 

 
Fig 4.2 Architecture Diagram 

V. EVALUATION 

A. Decision Trees 

Decision trees are made seeing the success rate i.e., in our 

case taking the value which contains more fake accounts. 

The first tree is made using an engagement rate as the root 

node and artificial activity as its child node along with spam 

comments as another node. The second tree is made keeping 

artificial activity as the root node, engagement rate and 

spam comments as subsequent nodes. The third tree is 

formed using spam comments as the root node, artificial 

activity and engagement rate as subsequent nodes. 
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B. Gradient boosting 

Gradient boosting is the most effective algorithm for 

classification problems. When the values are given 

accurately and with a lot of training data sets this algorithm 

works efficiently. The basic principle of gradient boosting is 

that it forms a strong rule from multiple weak learners. The 

main advantage of this algorithm is that it predicts perfectly 

in the absence of any one of the used factors. The decision 

trees formed are combined and predicted value is found. 

This value is used to predict the result. The main 

terminologies in this algorithm are pseudo residuals, 

shrinkage, decision trees, and prediction value. 

VI. ALGORITHM 

Input: training set { 𝑥𝑖 , 𝑦𝑖 }𝑖=1
𝑛  a differentiable loss 

function L(y,F(x)), number of iterations M. 

Algorithm: 

I. Initialize model with a constant value: 

            𝐹0 𝑥 = 𝑎𝑟𝑔𝑚𝑖𝑛  𝐿 𝑦𝑖 , 𝛾 .
𝑛
𝑖=1  

II. For m = 1 to M: 

1. Compute so-called pseudo-residuals: 

𝑟𝑖𝑚 = −[
𝜕(𝐿(𝑦𝑖 ,𝐹 𝑥𝑖 )

𝜕(𝐹(𝑥𝑖)
]𝐹 𝑥 =𝐹𝑚−1(𝑥) 

For i =1, . . . , n. 

2. Fit a base learner (e.g.tree) ℎ𝑚 (𝑥) to pseudo-

residuals, i.e. train it using the training 

set { 𝑥𝑖 , 𝑦𝑖 }𝑖=1
𝑛 . 

3. Compute multiplier 𝛾𝑚  by solving the 

following one-dimensional 

optimization problem: 

𝛾𝑚 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐿 𝑦𝑖 ,𝐹𝑚−1 𝑥𝑖 + 𝛾ℎ𝑚 (𝑥𝑖)) .

𝑛

𝑖=1

 

4. Update the model: 

𝐹𝑚  𝑥 = 𝐹𝑚−1 𝑥 + 𝛾𝑚ℎ𝑚  𝑥 . 
III. Output 𝐹𝑚  𝑥 . 

VII. CONCLUSION 

In this research, We have come up with an ingenious way to 

detect fake accounts on OSNs By using machine learning 

algorithms to its full extent, we have eliminated the need for 

manual prediction of a fake account, which needs a lot of 

human resources and is also a time-consuming process. 

Existing systems have become obsolete due to the 

advancement in the creation of fake accounts. The factors 

that the existing system relayed upon is unstable. In this 

research, we used stable factors such as engagement rate, 

artificial activity to increase the accuracy of the prediction. 

VIII. LITERATURE SURVEY 

Detecting fake accounts in social media has become a 

tedious problem for many Online Social Networking sites 

such as Facebook and Instagram. Generally, fake accounts 

are found using machine learning. Previously used methods 

to identify fake accounts have become inefficient. In [1], 

Multiple algorithms like decision tree, logistic regression 

and support vector machine algorithms were used for 

detection. A major drawback of the decision tree algorithm 

is that the tree contains data sets for a feature and not for 

multiple features. Thus, the models which came after this 

minimized the number of features as done in [2] where 

comparing the age entered with their registered mail id and 

location of the users were used as features. Improvement in 

creating fake accounts made these methods inefficient in 

detecting it. Thus, service providers changed their way to 

predict fake accounts by changing their algorithms as done 

in [3] where the METIS clustering algorithm was used. This 

algorithm gets the data and clusters it into different groups 

which made it easier to separate fake accounts from real 

accounts. Whereas in [4] Naïve Bayes algorithm is used. 

The probability for the used features was calculated and is 

substituted in the naïve Bayes formula and the computed 

value is checked with a reference value. If the computed 

value is less than the reference value, then that account is 

considered to be fake. 
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