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Abstract—With the significant increase in the use of computers over the network and the development of applications on different platforms, the focus is on network security. The identification of multiple attacks is actually an important element of network security. The role of the IDS is to track and prevent unauthorized use or damage to network resources and systems. An intrusion detection system using Datamining Based Enhanced Framework (DEF) is presented in this paper. The model is assisted by the K-mean Clustering and Decision Tree (DT) classification techniques in which genetic algorithms (GA) for clusters, max runs and confidence can be used. The experimental results show the promising outcome of the proposed Datamining Based Enhanced Framework (DEF).
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I. INTRODUCTION

Intrusion takes place in a fraction of seconds in this modern world. Intruders use the updated command version intelligently and erase their footprint in audit files and logfiles. Successful IDS distinguish intrusive and non-intrusive documents intellectually In 1980 James Anderson implemented IDS for the first time [1,2]. Many devices have safety violations that can quickly make them vulnerable and unable to be addressed. In addition, extensive work has been carried out on intrusion detection methods, which are still considered incomplete and not a complete method for intrusion [3].
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The role of network administrators and security experts also has become a highly priority and challenge. So more stable systems can not be replaced. Data is processed and sent to eliminate the noise for pre-processing [4,5]; irrelevant attributes and missing are replaced. The preprocessed information will then be analyzed and graded according to their severity. If the record is fine, no more changes are needed or the document is sent for processing [6].

Figure 1. General Structure of Intrusion Detection System

Figure 1 shows the general structure of intrusion detection system. IDS based on data mining can accurately classify such user data and also estimate future results [6,7]. In the IT sector and culture, data mining or the discovery of information throughout data bases has gained much attention. Data mining is used to extract useful information from large volumes of noisy, volatile and dynamic data [8,9]. Intrusion detection systems (IDSs), which are now being built and strengthened by universities, research and science centres, have attracted the interest of a significant proportion of academics [10,11].

An IDS is a system for computer and network security management that tracks and identifies damaged, abusive, suspicious device or networking [12,13]. Lack of security can of led to losses of performance, defects or even temporary failures. Besides intrusion prevention tools and firewalls, IDSs often require complete protection in computer systems. Clustering algorithm groups together attributes that have similar effects. This is an unsupervised learning form. K-means is the most widely used and simplest partitioning algorithm between clustering algorithms. Which have following processes.

- K points are selected as a cluster center randomly, e.g. a centroid.
- A cluster with its centroid closest to this point shall allocate each point to a dataset.
- A centroid shall be determined for each cluster following assignment of all points to different clusters (mean of each).
- Phases 2 and 3 are iterated until no changes in the centroids are detected.

The data sets shall be divided into train and test data sets in supervised learning algorithms [14], as all record labels are specified and the order management of the particular label type is for the benefit of the algorithm based on other records. DT classifications are
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Intrusion and attack techniques are now more advanced, with large amounts of network traffic information and complex behavior overcoming conventional intrusion detection (IDS). High detection reliability, high false positives rates and high runtime benefit from the existing cloud IDSs. This paper introduces a distributed intrusion detection architecture focused on machine learning for cloud environments. The proposed system is intended to run alongside the edge network components of the service provider in the cloud. The incoming network traffic can thus interrupt network routers on the physical layer [18]. Used to make the preprocessing of traffic on a cloud router possible by the use of the Sliding Windows Algorithm (SWA) to the Naive Bayes Classification System. This anomaly detection module has a set of Hadoop and MapReduce commodity database nodes which can be used when the congestion in the network increases. Anomaly network traffic data is synchronized to a central storage database on each side of the router for each session. The next step to determine the type of each attack is to conduct a final classification stage based on the Random Forest.

Security systems can detect unusual activities or behaviors on network systems. In many unusual acts, however, conventional safety systems including firewall and anti-virus do not function well. Precise and smarter intrusion detection systems (IDSs) are required to solve this problem. Different techniques and strategies to resolve IDS shortcomings such as high false alert rates, poor reliability, and time consuming have been introduced in recent decades. A Hybrid Intrusion Identification (HII) method [19] based on DT and KNN is proposed in this paper. A functional selection method is used to extract structured information from NSL-KDD data set to improve the performance of the proposed approach.

The Intelligent Intrusion Detection system (IIDS), an essential detection measuring to protect data integrity and the network availability of attack [20], is a requested system based on sophisticated algorithms. It's an intrusion detection combination of software and hardware. An intrusion detection system using Datamining Based Enhanced Framework (DEF) In this article, the design is based on k-mean algorithms and the decision-tab. It is therefore important to determine the number of Ks (cluster number) and total runs (completed runs). Against this context. The DT algorithm was also useful in data mining. To this end, after initial pre-processing of the intended data set, a genetic algorithm (GA) was used in order to improve clustering. Clusters have been assigned to cluster members as labels It revised and eventually used the dataset in the process of classification. For data identification, the modified data set containing cluster labels is then used. The GA has been used to refine the confidence parameter and therefore to improve the performance of the DT classification system. The result was presented to the proposal model, which may be utilized in marked and unscripted datasets, i.e. supervised or unsupervised approaches, in view of the implementation in this system of clustering and classification techniques. The suggested framework scheme is illustrated in figure. 2.

![Data mining Based Enhanced Framework Architecture](image-url)
1. **Preprocessing**

Upload the data set: The desired data set is uploaded in this step to be used for datamining.

Features selection: In step 1 the expected data set features are selected. My selection basis involves a general feature and a sub-set of features.

Feature roles are described in this step: ' Roles ' determines the feature identity, whether it is normal, unique, labelled, etc.

Conversion of nominal data to numerical data: nominal data in the clustering method must be translated to numerical.

Normalization: Feature values based on Z-transformation method will be normalized in this step.

2. **K-Means Enhancement**

As unlabeled data and unsupervised structures have been assumed in the proposed model, clustering for information clusters has been used after initial preprocessing, which is why i is an algorithm for clustering with eq(1) Euclidean distance.

\[
d_F(a, b) = \sqrt{\sum_{i=1}^{k} (a_i - b_i)^2}
\]

Where i is the number of dimensions of the problem clustering, i.e. the feature number. Therefore, \(a_i\) and \(b_i\) refer to the ith features of \(a\) and \(b\).

By determining the number of clusters and the algorithm limit, the performance of cluster is significantly improved. That's why parameters such as t and Max runs are optimised using GA. The capabilities of GA require parametric improvements.

Equation (2) demonstrates the fitness function for the cluster enhancement of k-means in the GA:

\[
FF = \text{Max Avg centroid distance}
\]

(2)

FF=Fitness function

Where centroid distance is the distance from each other in the cluster centres. Increasing the distance between the clusters and the better value of the cluster.

3. **Data Labeling & Dataset Updating**

The proposed structure for supervised and unsupervised approaches in this report has been assumed to be applicable. The optimized clustering approach has been used for clustering data in the previous section. As a cluster members were tagged at this point and the data set up was subsequently revised as the architecture for classification model and system intrusion detection is subject to the specified labels for each data set. Members of the cluster are known by the names of the clusters.

4. **Sub-Dataset Train & Test**

After changes to the primary data collection, train and test subsets have been removed. For this reason, the updated data set of train and test subsets will increase to 70 and 30 percent respectively. The approach has been used to select various types of data, e.g. sampling without placement. The separation of data is done on the basis of eq(3-5).

\[
D = \{\text{tr data } \cup t_s \text{data}\}
\]

\[
\{\text{tr data}\} = 70\% \text{ of } D
\]

\[
\{t_s \text{data}\} = (D - \{\text{tr data}\}) \{\text{tr data } \cap t_s \text{data}\} = \emptyset
\]

5. **Enhancement of Decision Tree**

The DT has analyzed the applied data on the system to identify data from top down. There was a feature label for each node in the DT. When a new node was formed at a certain point, a function was chosen to maximize its division power according to the records allocated to a particular subtree. The Gini index determined this splitting power. The Gini coefficient is a way to calculate an impurity of nodes, as eq(6) shows:

\[
GINI(x) = 1 - \sum_k Q(k|x)^2
\]

\[
Q(k|x)^2 = \text{the sum of class } k \text{ of node } x \text{ record numbers to } \text{all node data.}
\]

The worst division occurs when the less data in every category of the specified node is obtained in equal amounts. The more ideal and homogeneous is the larger the Gini coefficient of the node.

Confidence is one of the key parameters of the DT algorithm as the truncation error is observed. The DT algorithm GA function is shown in eq(7):

\[
FF = \text{Accuracy} - \text{Classification Error}
\]

(7)

III. **RESULTS AND DISCUSSION**

Many devices have safety violations that can quickly make them vulnerable and unable to be addressed. In addition, extensive work has been carried out on intrusion detection methods, which are still considered incomplete and not a complete method for intrusion. The role of network administrators and security experts also has become a highly priority and challenge So more stable systems can not be replaced. So better performance is need for each intrusion detection methods. The proposed Datamining Based Enhanced Framework (DEF) provides better performance compared to other existing methods. Figure 3 shows the performance ratio of Datamining Based Enhanced Framework (DEF).

![Figure 3. Performance Ratio](image)

When specifying the number of classes and the maximum number of algorithms, the performance of clusters is significantly increased. Therefore, parameters such as i and Max runs are optimised with the GA. With the GA capabilities, parametric changes are possible. The proposed Datamining Based Enhanced Framework (DEF) provides high accuracy compared to other existing methods. Figure 4 shows the Accuracy of Datamining Based Enhanced Framework (DEF).
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Figure 4. Accuracy
Different techniques and strategies to resolve IDS shortcomings such as high false alert rates, poor reliability, and time consuming have been introduced in recent decades. The proposed Datamining Based Enhanced Framework (DEF) provides high precision rate compared to other existing methods. Figure 4 shows the precision ratio of Datamining Based Enhanced Framework (DEF).

Figure 5. Precision Ratio
An IDS is a system for computer and network security management that tracks and identifies damaged, abusive, suspicious device or networking. Lack of security can of led to losses of performance, defects or even temporary failures. The proposed Datamining Based Enhanced Framework (DEF) provides high recall rate compared to other existing methods. Figure 6 shows the recall ratio of Datamining Based Enhanced Framework (DEF).

Figure 6. Recall Ratio

IV. CONCLUSION
In this research a method focused on optimizing Kmean's clusters and DT classification algorithms is proposed to detect network intruders in a greater precise manner. For this feature the GA and the higher accuracy of the used classifier optimize total runs and trust. One of the most important characteristics is the applicability of this method for both supervised and unsupervised approaches. The idea is to use the suggested model to test its generalization for future research in the field of network intrusion monitoring in different datasets.
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