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Abstract: Image has an important role to play in our daily life. It has its applications from simple documentation to complicated surveillance and medical applications. In the area of image processing, denoising is one among the most studied areas. Many times the captured image will be degraded. This can happen at the time of acquisition and/or transmission. Noise is one such degrading agent. The presence of noise will affect the performance of the applications like segmentation, recognition, object detection and medical as well as general applications. Hence denoising is a prerequisite in these applications. The proposed method utilizes both transform and spatial domains. Shrinkage technique is applied in wavelet domain and in spatial domain, non-local means is used. Simulation is conducted on standard test images. The tabulated results shows that, the proposed method performs comparatively better.
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I. INTRODUCTION

Image denoising is well studied concept and treated as ill-posed problem. Hence, it is difficult to recover/restore an image from its degraded version because the details regarding the noise is usually unknown. Past two decades experienced several methods that can improve the denoising performance. The denoising methods can be classified broadly in to Transform and Spatial domain denoising.

A. Spatial domain denoising

In spatial domain denoising methods, the process acts directly on the intensity levels. Initial methods made use of local mean and variance. Local Wiener filter [1] considers that the gray level distribution is similar throughout the image. But, this criteria fails when edges are considered. Edges possess high variance and hence the method is not successful in removing the noise in the regions of sudden variation go gray level value [2]. Tomasi and Manduchi [3] introduced bilinear filter and is non-linear in nature. It makes use of photometric and geometric similarities among the neighbors and is non-iterative. The process can be made non-iterative by considering bigger spatial window, but, it tends to the smoothening of edges. Its efficiency increases if iterative process is deployed. In such case, good results can be obtained by fine tuning the parameters. [4]. Total variation (TV) [5] makes use of edge derivatives and graphs in order to identify edges. TV is an iterative process and it requires to fine tuning of regularity and fidelity terms in order to obtain better quality of edge reconstruction and noise suppression [6]. Nonlocal means (NLM) [6], [7] assumes that, there are several similar structures in an image and averaging those leads to reduction in the noise. This method is computationally intensive [9]. Markov random field (MRF) is used along with discontinuity adaptive (DA) method to achieve denoising [10]. This algorithm is an iterative process and fine tuning of the parameters is required to reach global minima.

B. Transform domain denoising

A survey of literature indicates the presence of many transforms; Fourier transform (FT), short time Fourier transform (STFT), cosine transform, wavelet transform, contourlets, curvelets etc. Amongst, the current interest of study in this paper is the wavelet transform based image denoising methods. Hence, the literature review is being limited to discrete wavelet transform. One of the popular methods in wavelet based denoising is thresholding. Donoho [11] introduced hard and soft thresholding. Soft thresholding is kill or shrink process, whereas, hard thresholding is kill or keep process. Eq. (1) and Eq. (2) represents soft and hard thresholding respectively.

\[
T_{\text{soft}}(w) = \begin{cases} 
0 & \text{if} |w| \leq T \\
\frac{w}{|w|} & \text{if} |w| > T 
\end{cases} \quad (1)
\]

\[
T_{\text{hard}}(w) = \begin{cases} 
0 & \text{if} |w| \leq T \\
w & \text{if} |w| > T 
\end{cases} \quad (2)
\]

and \( T = \frac{\delta_{\text{SNR}}}{2\log(n)} \); where \( \delta_{\text{SNR}} \) is the estimated standard deviation of the noise and \( n \) represents the total number of the wavelet coefficients present in the detailed subband. This algorithm has an advantage of smoothness and adaptivity. But, it tends to blur edges and introduces Gibbs phenomenon along the edges. To solve this, translation invariant (TI) denoising method is introduced [12]. It makes use of several cyclically shifted images and average over them after denoising individually. This will reduce the artifacts in denoised images. The concept of TI is utilized in multiwavelets in order to achieve better results [13]. Further, it is recognized that, in wavelets, considering neighboring coefficients will improve the performance of denoising. This is due to the fact that, the surrounding coefficients will have an impact on the centre coefficients to be thresholded. In comparison with term-by-term denoising, neighborhood based method [14] provided an improvement in the result. Similar improvement is also observed with respect to multiwavelets. [15]. Neighshrinksure [16] makes use of steins unbiased risk estimate (SURE) to achieve minimal error. Bivariate shrinkage [17] [18] uses child parent relationship among subbands. It utilizes the fact that, if a parent coefficient contains noise then child coefficients also consist of noise. Multispinning [19], [20]...
uses multiple shifted version of image to perform denoising. This method provides an improvement in results. A hybrid denoising method is proposed in [21] uses an iterative method to perform denoising.

In denoising, there is always a negotiation between the amount of noise removed and the quality of denoised image. More smoothing indicates better noise removal and damage the edges. Less smoothing retain edges and also retain noise components. In this paper, dual domain denoising method is proposed. It involves neighshrinksure in wavelet domain as first stage and NLM in spatial domain as second stage of denoising.

II. IMPLEMENTATION

The denoising process is implemented in both transform and spatial domains. The first stage is implemented using shrinkage technique in transform domain using wavelet transform. Second stage of implementation is done using non-local means (NLM) in spatial domain. Both the stages are sequentially used in denoising process and is non-iterative in nature. Here, the working of shrinkage technique and NLM is being described.

A. Shrinkage technique

Shrinkage is applied on wavelet coefficients. In wavelet transform, higher value of coefficients carries most of the information and lower valued coefficients represents less information. This is the reason that the shrinkage concept is applicable for denoising process. Shrinkage is a rule that makes use of thresholding. If the coefficient value is lesser than threshold value, it is set equal to zero, otherwise it is either shrinked or retained as it is. To obtain this shrinkage rule, neighshrinksure is used. It derives different shrinkage value for each subband by calculating an optimum threshold value using the relation

$$\left ( L^2, \lambda^2 \right ) = \text{arg} \min_{\lambda, L} \text{SURE} \left ( W_x, \lambda, L \right ) \quad (3)$$

where, $W_x$ is the wavelet coefficients in subband, $\lambda$ threshold value, $L$ is size of window, $\lambda^2$ is the final threshold value derived and $L^2$ is the window size from which the minimum threshold value is obtained. While calculating threshold various window sizes are used and it includes the sizes 3 x 3, 5 x 5 etc. The optimum value obtained from this calculation is considered as the threshold value or shrinkage value for that subband. The process is repeated for each subband except the approximation coefficients of the final stage of decomposition. At each subband the thresholding is applied and the coefficients obtained after thresholding is treated as denoised coefficients. But it has been observed that, the noise shows its presence along with artifacts as the amount of noise keep increasing. To overcome this problem one more stage of denoising is done in spatial domain.

B. Non-local means (NLM)

The NLM is a spatial domain denoising method and the second stage of the proposed method. Usually, an image consists of smooth regions as well as edges. In most of the methods, if more denoising is required, then it also smoothens the edges also. On the other hand, if edges are preserved then, noise suppression will be less. But, NLM acts in a different way. It assumes that, in an image there are several self-similar structures and averaging over them leads to denoising effect.

Fig. 1 realizes the concept of self-similarity. It indicates three pixels $p$, $q_1$, and $q_2$ along with their neighborhoods (square). It can be observed that the neighborhoods of pixels $p$ and $q_1$ appears alike, whereas that of $p$ and $q_2$ are dissimilar. It indicates that, a center pixel will usually have similar neighborhoods. In Fig. 1 it can be observed that, the pixels in the column same as that of $p$ will have similar neighborhoods. The idea of self-similarity thus can be utilized for the purpose of denoising.

Fig. 1: Illustration of the concept of self-similarity in an image.

The NLM denoised image is computed using

$$NLM[y](p) = \sum_{q \in \Omega} w(p,q) y(q) \quad (4)$$

where, $w(p,q)$ indicated the weight function, $y$ is the noisy representation and $NLM[y](p)$ represents the denoised realization of $y$ at location $p$.

Both neighshrinksure and NLM consists of smoothing parameters. These parameters are used in a controlled manner to achieve denoising and also preserving edges. The values of smoothing parameter are obtained by adhoc method and the same value is used for all the test images.

III. RESULTS AND DISCUSSION

The results of the proposed denoising method is presented in this section. Results from other wavelet based denoising methods are used for comparison. An image corrupted with Gaussian noise is considered as input to these denoising methods. For the purpose of simulation, Lena, Barbara and Boat est images (all with size 512x512) are considered (Fig. 2). The noisy version of images are obtained by adding a known amount of Gaussian noise to these images. It is necessary to evaluate the denoised image quality and is achieved by objective quality analysis method. PSNR (Peak signal to noise ratio) and MSSIM (mean structural similarity index) [22] are used as evaluation criteria. The PSNR is calculated by,

$$PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right) \quad (5)$$

where, MSE is the mean squared error and is given by,
where, $x$ is the original clean image and $\hat{x}$ is the denoised image.

For simulation, the test images corrupted with Gaussian noise of $\sigma = 10, 20$ and $30$ are considered. For comparison, other wavelet based denoising methods are considered. It involves, soft thresholding, neighshrinksure, multispinning and hybrid method.

First, Lena image corrupted by $\sigma = 20$ is considered (Fig. 3(a)), various denoising techniques are applied on it to achieve denoising. Soft thresholding is shrink or kill process. It removes the noise to a good extent. But, the smoothing operation leads to reduction in the quality of edges (Fig. 3(b)).

At constant gray level areas it exhibit artifacts. Neighshrinksure is applied to noisy Lena image and result is provided in Fig. 3(c). It makes use of neighbours to obtain thresholding value. It can be observed that, there is an overall improvement in the image quality compared to soft thresholding. But, as the amount of noise increases, this method also creates artifacts. Multispinning makes use of multiple shifted images. Denoising is applied on each of those images, inverse transform is applied, shifting is reverted and averaged. Averaging reduces the artifacts and improves the result (Fig. 3(d)). Further, an iterative hybrid method is applied and the results are shown in Fig. 3(e). It proceeds a step further in the quality of result. To achieve better results, proposed dual domain method is applied. It can be observed that,
the denoised image is better than all other methods (Fig 3(f)). Simulation on Lena image with different amount of noise is also done. The simulation is also performed on other test images, Barbara and Boat for different amount of noise. Table-I shows the PSNR of various denoising methods. It can be observed that, at low noise levels, most of the denoising methods provide better PSNR. As the amount of noise increases, the proposed method stands higher in almost all the cases.

Table-II provides the Mean SSIM. It indicates that, the resultant values of proposed method are comparatively higher.

IV. CONCLUSION

Dual domain denoising method proposed in this paper to suppress Gaussian noise. It utilizes two steps; one in transform domain and another in spatial domain. Other denoising methods based on wavelet are used for comparison. It can be observed that the results of proposed method is visually better compared to other methods. PSNR and MSSIM are used for the purpose of quantitative analysis. Here also, the proposed method stands better.
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