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Abstract: In this paper, we have proposed a clustering technique which optimizes the total compactness and separation (measured using the Silhouette index) of the clusters. The proposed algorithm uses an Artificial Bee Colony (ABC) based optimization method as the underlying optimization criterion. We used similarity based prototypes as cluster centers. The proposed clustering technique is able to suitably handle mixed and incomplete data types in such a way that the original characteristics of the data are preserved. Assignment of points to different clusters is done based on a dissimilarity function rather than the Euclidean distance. Results on real-life data sets show that the proposed technique is well-suited to detect true partitioning from data sets. Results are compared with those obtained by four existing clustering techniques, one genetic algorithm based clustering technique (AGKA), the k-Prototypes (KP) algorithm, well-known based K-means clustering technique for similarity functions (KMSF) and a newly developed algorithm with dissimilarity based clustering technique (AD2011).
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I. INTRODUCTION

Clustering is one of the major tasks in Machine Learning and Pattern Recognition. It is devoted to finding a natural structure in a dataset. Unlike its supervised counterpart [1-6], clustering lacks of information about class labels, or any other predefined distribution of objects in a particular data set. Clustering algorithms use object descriptions and objects dissimilarities in order to group together very similar objects, in a manner that it accomplishes the maxima of “higher cohesion and low coupling”, meaning that within-group similarity must be as high as possible, and between-group similarity as low as possible [7].

Clustering techniques are needed nowadays due to the need to obtain several groups in some domains, however, there are huge challenges on the clustering process. Several domains have objects with different attribute types [8, 9]. For example, a customer description can include simultaneously attributes such as age (integer), sex (nominal), salary (real), educational degree (nominal), employed (Boolean), among others [10]. This type of object description is per say a challenge for any algorithm [11-13]. The lacking of a metric space makes impossible the definition of a sum operator and also the scalar multiplication [14-23]. In the same way, numeric attributes often have a large amount of values, each with low frequency. It makes frequency-based solutions developed for categorical data impracticable for numeric data.

In addition, the presence of missing values in objects descriptions makes it more complex for any classification procedure [24-27]. Taking into account that dependencies may occur among attributes, estimating missing values is not always a feasible solution. On the other hand, there are many types of missing values, each of them with particular characteristics. That’s why some authors have considered the best solution for mixed datasets is to develop algorithms that are able to manage the absence of information, as well as mixed data types [28-30].

In our research, we addressed the issue of clustering mixed data types databases, also including absences of information. We consider a dataset \( O = \{ o_1, \ldots, o_n \} \) of objects. Each object description \( A(o) \) has an equal number of attributes, \( A = \{ a_1, \ldots, a_k \} \), and \( A(o_i) \) denotes the value of the \( i \)-th attribute in the \( j \)-th object. We do not impose any restriction to the nature of the attributes [31-35]. We also assume that a dissimilarity function \( D \) exists and is able to manage objects descriptions in terms of \( A \). We consider clustering algorithms which obtain a partition \( C = \{ c_1, \ldots, c_m \} \) of the input objects \( O \), so that no object belongs simultaneously to more than one group.

The article has the following structure: section 2 reviews some of the existing algorithms for clustering mixed and incomplete data. Section 3 explains the swarm intelligence model based on an Artificial Bee Colony. Section 4 explains the new Clustering algorithm based on Artificial Bees (CAB) algorithm. Section 5 includes numerical experiments in both synthetic and real – life datasets. Also, we offer conclusions and future work.

II. PREVIOUS WORKS

Although there is a huge amount of research in both pure numerical and pure categorical data clustering techniques, the number of algorithms able to deal with mixed type attributes is significantly lower. However, the scientific community has an increased interest in this particular area nowadays, due to the nature of objects descriptions collected in many fields [8, 36].
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Reviewing all existing clustering algorithms for mixed data types is in our criteria a never-ending task, due to the dispersion of information and the continuous research in the topic.

However, we aim at reviewing some of the more relevant of them.

A. Classic k-means and its variants

k-means algorithm is possible the first clustering algorithm in the literature. It is the base of the partition approach to clustering. This algorithm aims at obtaining clusters of spherical shape, been compact and separated. The algorithm works as follows: first, k centers are selected randomly. Then, each point is assigned to its most similar center, and centers are recalculated, using arithmetic mean [3, 37-39]. The algorithm continues repeating this process until no change is made to cluster centers.

Several authors have proposed modifications to the k-means algorithm to handle mixed and incomplete data. All of them include a redefinition of the distance function, as well as the cluster centers.

Perhaps the first modification of k-means for mixed and incomplete data is the k-prototypes (KP) algorithm [40]. The KP algorithm uses a new method to obtain cluster centers. Instead of the arithmetic mean, it uses the mode of nominal attributes, and maintains the mean for numerical attributes. In addition, it uses as dissimilarity function, with weights \( \omega = [\omega_1, ..., \omega_k] \) for each attribute. By doing so, the KP algorithm is able to cluster mixed type data, but it does not handle missing data [10, 41-44].

Another modification of the k-means is the given by García-Serrano and Martínez-Trinidad in 1999 [45]. They propose the k-Means with Similarity Function (KMSF) algorithm. It defines as parameter a similarity function able to deal with mixed and incomplete data and also considers as cluster center the object that maximizes the overall similarity with respect to every object in the cluster [46, 47].

Another variation of the k-means is the one made by Ahmad and Dey [48]. Their proposal includes a novel dissimilarity function, with attribute weights. Such function considers co-occurrences of attribute values, and the relative frequencies of them in the similarity computation.

In addition, they redefine the notion of cluster center. Instead of been a point, the proposal of [48] use a cluster description as cluster center. It contains the mean of each numerical attribute, and a set of pairs (value, count) for each categorical attribute. Such pairs have the corresponding attribute value and the number of points in a cluster that have this value. In 2011, the same authors [49] proposed a modification of the 2007 algorithm. They do not give in the paper any name for the new method, so we will call it AD2011 (Ahmad and Dey proposal of 2011). The AD2011 algorithm discretizes numeric attributes before the clustering process, using the Equal Width Discretization procedure. It also includes in the dissimilarity function the contribution \( \lambda \) of each attribute to the cluster.

The AD2011 algorithm includes two user-defined parameters. The first is the \( \gamma \) parameter, included in the attribute contribution computation, having a suggested value of 20. And the second is the \( S \) parameter, included in the discretization procedure of numeric attributes, having a suggested value of 5.

B. Genetic Algorithm based clustering

One of the well-known optimization techniques in Computational Intelligence are Genetic Algorithms (GA). They offer a viable solution for several optimization and classification problems. In 2010, Roy and Sharma [50] developed a clustering algorithm for mixed and incomplete data, based on Genetic Algorithms. The AKGA method uses in the fitness function the dissimilarity proposed by Ahmad and Dey in 2007 [48]. It also uses the same cluster center definition. The GA codifies each cluster by using an array of integer data, having length equal to the number of data points. Each position of the array (gene) designates the cluster assigned to the point in that position [51-54].

The GA uses as mutation strategy the clustered changing. To do so, it assigns a point to its closest center, offering a quickly convergence. It also has an elitist survival strategy. Other bio-inspired algorithm used for clustering can be found in [55].

III. ARTIFICIAL BEE COLONY OPTIMIZATION

We are interested in the Artificial Bee Colony (ABC) optimization procedure proposed by Karaboga and Basturk [56] for numerical optimization. In the ABC algorithm, the colony of artificial bees contains three groups of bees: employed bees, onlookers and scouts. A bee waiting on the dance area for making decision to choose a food source is called an onlooker. A bee going to the food source visited by it previously is named an employed bee. A bee carrying out random search is called a scout.

Main steps of the ABC optimization procedure

1. Initialize.
2. Repeat
   2.1. Place the employed bees on the food sources in memory.
   2.2. Place the onlooker bees on the food sources in memory.
   2.3. Send the scouts to the search area for discovering new food sources.
3. Until (requirements are met)

Fig. 1. ABC optimization procedure

In the ABC algorithm, a food source represents a possible solution of the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The number of the employed bees or the onlooker bees is equal to the number of solutions in the population. At the first step, the ABC generates a randomly distributed initial population of solutions (food source positions).

After initialization, the population of the positions (solutions) is subjected to repeated cycles of the search processes of the employed bees, the onlooker bees and scout bees. An artificial employed or onlooker bee produces a modification on the position (solution) in its memory for finding a new food source and...
tests the nectar amount (fitness value) of the new source (new solution). Provided that the nectar amount of the new source is higher than that of the previous one the bee memorizes the new position and forgets the old one. Otherwise it keeps the position of the previous one.

The food source whose nectar is abandoned by the bees is replaced with a new food source by the scouts. In the ABC algorithm this is simulated by replacing the abandoned solution with a new randomly produced one. In the ABC algorithm, if a position cannot be improved further through a predetermined number of cycles called limit, then that food source is assumed to be abandoned.

This model, proposed for numerical optimization, can be modified for clustering mixed and incomplete data.

IV. CLUSTERING MIXED DATA USING THE ABC MODEL

The ABC model includes several elements, such as a food source and nectar amount of a food source. It also has parameters as food sources count, generation count and a limit to abandon a food source. In our clustering model based on the ABC model, we consider a food source as a candidate clustering solution. We use an integer array of length equal to the data count, where each position of the array indicates the cluster designated to the point in that position.

![Fig. 2. Example of a food source (candidate clustering).](image)

In this example, we have ten objects, and three groups. Each position of the array contains the cluster assigned to each object.

Also, our food source includes a set of cluster centers. Each cluster center is defined as the object in the cluster that minimized the overall dissimilarity with respect to every other object in the cluster. We assume the existence of a dissimilarity function \( d \), able to deal with mixed and incomplete data types. Such dissimilarity functions can be found in [57].

\[
\text{center}_i = \arg \min_{o, p \neq i} \{d(o),(p)\} \quad (1)
\]

We also consider that clusters should be as compact and separated as possible, so we use as nectar amount of each food source (candidate clustering) the Silhouette index [58]. The silhouette is the average, over all clusters, of the silhouette width of their points. If \( x \) is an object in the cluster \( c_i \) and \( n_i \) is the number of objects in \( c_i \), then the silhouette width of \( x \) is defined by the ratio:

\[
S(x) = \frac{b(x) - a(x)}{\max\{a(x),b(x)\}} \quad (2)
\]

where \( a(x) \) is the average dissimilarity between \( x \) and all other objects in \( c_i \), and \( b(x) \) is the minimum of the average dissimilarities between \( x \) and the objects in the other clusters.

\[
a(x) = \frac{1}{n_i-1} \sum_{y \in c_i, y \neq x} d(x,y) \quad (3)
\]

\[
b(x) = \min_{h \neq i} \left\{ \frac{1}{n_h} \sum_{y \in c_h} d(x,y) \right\}
\]

Finally, the global silhouette index is defined by

\[
S = \frac{1}{k} \sum_{i=1}^{k} \frac{1}{n_i} \sum_{x \in c_i} S(x) \quad (4)
\]

### CAB algorithm

**Parameters:**
- \( B \): Food sources count.
- \( S \): Scout bee count.
- \( I \): Number of generations (iterations).
- \( L \): Number of generations in which a food source is exhausted.

1. **Initialize.**
   - 1.1. Randomly generate \( B \) food sources (clustering solutions).
   - 1.2. Create \( B \) employed bees, and assign each of them to a food source.
   - 1.3. Create \( B \) onlookers bees, and assign each of them to a food source (modeling a dancing area).
   - 1.4. Create \( S \) scout bees.

2. **Repeat**
   - 2.1. For each employed bee
     - 2.1.1. If the current solution has not reached the limit \( L \):
       - 2.1.1.1. Taste the nectar amount of its food source (current nectar), using the Silhouette index.
       - 2.1.1.2. Generate a new solution, by modifying its food source.
       - 2.1.1.3. Taste the nectar amount of the modified solution (new nectar).
       - 2.1.1.4. If (new nectar > current nectar), forget the current solution, replace it by the new one, and set the solution limit to zero.
       - 2.1.1.5. Else, increase the limit of the current solution.
     - 2.1.2. Else, abandon the solution.
   - 2.2. For each onlooker bee:
     - 2.2.1. If its closest food source \( f \) is available (not abandon):
       - 2.2.1.1. Taste the nectar amount of \( f \) (current nectar), using the Silhouette index.
       - 2.2.1.2. Generate a new solution, by modifying \( f \).
       - 2.2.1.3. Taste the nectar amount of the modified solution (new nectar).
       - 2.2.1.4. If (new nectar > current nectar), forget the current solution, replace it by the new one, and set the solution limit to zero.
     - 2.2.1.5. Else, increase the limit of the current solution.
   - 2.3. For each scout bee:
     - 2.3.1. For each abandon food source:
       - 2.3.1.1. Replace it by a randomly generated new food source.
     - 2.4. Assign an employed bee to each new randomly generated food source.

*Until* (the predefined number of generations \( I \) is reached).

3. **Return** the best food source.
We check every object in the candidate clustering (current food source), and assign it to its most probable cluster. We calculate the probability of every object \( o \) for each cluster \( p_i(o) \), by taking into account the dissimilarity to the object with respect to every cluster center, and the higher dissimilarity \( d_{MAX} \) of the object with respect to a cluster center. In this way, we provide more compact and separated solutions.

\[
p_i(o) = \frac{1.5 \times d_{MAX}(o) - d(o, c_i) + 0.5}{\sum_{j=1}^{k} (1.5 \times d_{MAX}(o) - d(o, c_j) + 0.5)}
\]

The bias 0.5 is introduced to avoid divide by zero error in the case that all patterns are equal and are assigned to the same cluster in the given solution.

Our new algorithm CAB optimizes the total compactness and separation (measured using the Silhouette index) of the clusters. The proposed algorithm is able to suitably handle mixed and incomplete data types in such a way that the original characteristics of the data are preserved.

V. EXPERIMENTAL RESULTS

In this research we use external evaluation measures for clustering. By suing such measures, we can determine if the clustering algorithm correctly assigns the points. In each cluster must be all and only those data objects that are assigned to the same class [59]. We conduct the experiments with 8 UCI labeled databases [60], with mixed and incomplete data. We used as external measures the Purity and Entropy indices, the F-Measure and the V-Measure, as described in [59].

<table>
<thead>
<tr>
<th>Validity Index</th>
<th>AD2011</th>
<th>AGKA</th>
<th>KMSF</th>
<th>KP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>8 - 0 - 0</td>
<td>7 - 1 - 0</td>
<td>4 - 0 - 4</td>
<td>5 - 3 - 0</td>
</tr>
<tr>
<td>Purity</td>
<td>4 - 0 - 4</td>
<td>7 - 1 - 0</td>
<td>3 - 4 - 1</td>
<td>3 - 2 - 3</td>
</tr>
<tr>
<td>F Measure</td>
<td>6 - 2 - 0</td>
<td>5 - 1 - 2</td>
<td>4 - 3 - 1</td>
<td>4 - 1 - 3</td>
</tr>
<tr>
<td>V Measure</td>
<td>7 - 1 - 0</td>
<td>0 - 1 - 7</td>
<td>2 - 1 - 6</td>
<td>5 - 2 - 1</td>
</tr>
<tr>
<td>Overall</td>
<td>25 - 3 - 4</td>
<td>19 - 4 - 9</td>
<td>13 - 8 - 12</td>
<td>17 - 8 - 7</td>
</tr>
</tbody>
</table>

As shown in table III, our proposal has a good performance according to the validity indexes used. According to Entropy, CAB loses once versus the genetic bases clustering AGKA, and three times versus the KP method. Similarly, according to Purity, our technique loses once versus AGKA, twice versus KP and in half databases versus KMSF. The F-Measure index shows a similar behavior. Our proposal loses twice versus AD2011, once versus AGKA and KP and three times versus KMSF. Finally, using the V-Measure, CAB loses twice versus KP, and only once versus other methods.

On average, the CAB method always outperforms all other algorithms, but in Purity with respect to the KMSF. It is remarkable that our proposal obtains these results with only 10 bees and in 10 generations, which is very quickly and with a low computational cost.

VI. CONCLUSION

In this paper we propose a novel clustering technique based on Artificial Bee Colonies. We obtain compact and well-separated clusters, by maximizing the Silhouette index. Our proposal handles mixed and incomplete data types, and results on a good estimation of the true partitions of data. Our main contribution in this paper is to provide an algorithm framework for mixed and incomplete data types clustering, in which other codification strategies, fitness functions and modification strategies can be easily applied. In the future work, we will explore other alternative functions and strategies, as well as using other swarm intelligence models.
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