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Abstract: Canny Edge Detection Algorithm was very popular on the computer vision area which used to preserve the edges of the image. Due to the defect of the Canny Edge Detection Algorithm like no efficiency on noise removal, some improvement on the Canny Edge Detection Algorithm was done by the researchers. On this paper, a new enhanced Canny Edge Detection Algorithm will be propose which replaces the Gaussian Filter with combination of Arithmetic Mean Filter, Harmonic Mean Filter and Geometric Mean Filter. The replace of Gaussian Filter with combination of Arithmetic Mean Filter, Harmonic Mean Filter and Geometric Mean Filter is to improve the performance of Canny Edge Detection Algorithm on noise removal. A comparison between Canny Edge Detection Algorithm proposed by this paper, Canny Edge Detection Algorithm proposed by (Ilkin, Tafrali, &Sahin, 2017) and traditional Canny Edge Detection Algorithm will be done. The comparison will be done by using eight images with different type and size which corrupted by noise. The performance of three algorithms will be determined by using the Peak Signal to Noise Ratio (henceforth, PSNR) value which uses as a quantitative measure. From the result, the Canny Edge Detection proposed by this paper will provide a better performance on noise removal and which will give a better impact on preserve the edges of the images corrupted by noise.
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I. INTRODUCTION

Edges on the image contain a lot of information and detail which are very useful. So the method to preserve the edges of the images were a big challenge. Many researchers proposed many different type of edge detection algorithm and the most common algorithm was Canny Edge Detection Algorithm (henceforth, CEDA). Edge detection is a process to finding the sharp discontinuities and locating it.

Although CEDA was common used in the image processing, but it also got some defects. The first defect is slow processing and cause the CEDA cannot apply on the real time [2]. The second defect was the weak anti-noise ability which mean not function well on the noise removal [12]. So that are a lot of improvement and enhancement done by many researchers. This paper will focus on solving second defect of the CEDA which are replace the Gaussian Filter on the CEDA with the combination of the Arithmetic Mean Filter, Harmonic Mean Filter and Geometric Mean Filter.

In section 2 the previous work done by the researchers, few filtering methods and step of traditional CEDA was discussed. Section 3 gives information about the enhancement of CEDA in this paper and the images and algorithm using for testing. Section 4 gives the result of the implementation of various canny edge detection algorithm on image corrupted with noise. Finally, Section 5 discusses conclusion and section 6 is about the future scope of the work.

II. RELATED WORK

A. Previous Work

A comparison between Edge Detection Techniques was done by [5], [6] and [10]. The result shows that the CEDA got a better performance compare with others. So CEDA was widely used on many application or system which related to image processing. Many researchers was propose an improvement or enhancement of the CEDA to solve the defect of CEDA.

The first defect of the traditional CEDA is processing speed. [2] states that the traditional CEDA is a time consuming algorithm and cannot be implemented in real time. So [2] proposes implementing the CEDA based on an FPGA platform to increase the speed of operation. [4] propose perform the image segmentation by taken the output image of the CEDA as the input image. Chan-Vese algorithm will be used on the image segmentation step. [3] proposes combine the Otsu method with maximum entropy method to determine threshold of CEDA. [1] proposes divide whole input image into fixed size of blocks and each blocks of image will undergoes the CEDA individual to increase the processing speed. [7] proposes improve the efficiency of CEDA by using Ant Colony Optimization Algorithm. A new approach was proposed by [13] to improve the CEDA which divides the image into the sub-image and each sub-image will undergoes CEDA individual.
The second defect of traditional CEDA is the performance of noise removal. [12] proposes using the median filter to replace Gaussian Filter on the filtering step and Frei-Chen algorithm and Ostu Algorithm will be used to calculate gradient amplitude. According [14], Bilateral Filter will replace the Gaussian Filter on CEDA which provide better performance on noise removal. [16] proposes replace the Gaussian Filter with LoG Filter to preserve more detail of the image. Mean Filtering will be used by [11] to enhance the CEDA.

B. Filtering Method

i. Arithmetic Mean Filter (henceforth, AMF)

AMF is a Linear Filter and within the window, all the values of pixels will be average. Equation 1 was the equation of the AMF.

\[ A = \frac{1}{n} (x_1 + \cdots + x_n) \]  

Where

- \( A \) = Arithmetic Mean
- \( n \) = total dataset
- \( x_n \) = value of dataset

ii. Harmonic Mean Filter (henceforth, HMF)

The true picture of average data will be given by HMF. HMF can be shown mathematically as equation 2.

\[ H = \frac{n}{\frac{1}{x_1} + \frac{1}{x_2} + \cdots + \frac{1}{x_n}} \]  

Where

- \( H \) = Harmonic Mean
- \( n \) = total dataset
- \( x_n \) = value of dataset

iii. Geometric Mean Filter (henceforth, GMF)

Almost same as the AMF but GMF lose less detail of the image. Equation of GMF was shows on equation 3.

\[ G = \sqrt[n]{a_1 \cdot a_2 \cdots a_n} \]  

Where

- \( G \) = Geometric Mean
- \( n \) = total dataset
- \( a_n \) = value of dataset

C. Traditional CEDA

Step 1: Filtering

Gaussian Filter (henceforth, GF) was using to filter the noise on the image with smoothing and blurring effect. Besides that, GF also can used to remove the unwanted detail on the image. Equation 4 show the equation of GF.

\[ G_o = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{m^2 + n^2}{2\sigma^2} \right) \]  

Where

- \( m \) = the distance from origin in the horizontal axis
- \( n \) = the distance from origin in the vertical axis

Step 2: Finding intensity gradient of the image

First derivative of Gx and Gy will be obtained by filtered the image gain from previous step with a Sobel kernel. The filtered process will in both vertical and horizontal direction. Equation 5 and 6 show the way to calculate edge gradient and direction for each pixel from the images.

\[ \text{Edge Gradient} (\mathcal{E}) = \sqrt{G_x^2 + G_y^2} \]  

\[ \text{Angle} (\theta) = \tan^{-1} \frac{G_y}{G_x} \]  

Direction of gradient is perpendicular to the edges and is rounded by four angles which represent horizontal, vertical and two diagonal direction.

Step 3: Non-maximum suppression

When the direction and gradient magnitude obtained, unwanted pixels will be remove by scanning the image. Every pixel will be checked if it is a local maximum in its neighborhood in the direction of gradient.

Step 4: Hysteresis Thresholding

To differentiate the edges and non-edges, minVal and mxVal will be used. If the intensity gradient of the edges is more than maxVal, then the edges will be edges. If the intensity gradient of the edges is below minVal, then the edges are non-edges and will be discarded. If the intensity gradient is between minVal and mxVal, differentiate of edges are non-edges will based on their connectivity. If the edges are connected to "sure-edges" pixels, they will be classified as part of edges. If not, they will discarded.

From Figure 1, the direction of Point A is vertical and on the edge. The gradient direction got the Point B and C which normal to the edge. To verify point A is a local maximum, point A will be checked with point B and C. If point A is not local maximum, it is suppressed, otherwise, next stage will be considered.

From Figure 2, edge A is higher than maxVal so it is "sure-edge". Edge C also consider as valid edge because it connected to edge A. edge B will be discarded because it do not connected to any "sure-edge". So, to get an accurate result, minVal and maxVal play an important role.
Figure 3 shows the flow of traditional CEDA.

![Flow of traditional CEDA](image)

**Fig. 3. Flow of traditional CEDA**

### III. METHODOLOGY

In this paper, we propose combine the AMF, HMF and GMF to replace the GF when applying the CEDA.

#### Step 1: Filtering

Combine the AMF, HMF, and GMF to replace the GF. The image will undergo AMF first to get output image. After that the output image will undergoes HMF and finally the output image get form HMF will undergoes GMF to get a final output image.

Figure 4 shows the flow of combination of AMF, HMF, and GMF.

![Flow of combination of AMF, HMF, and GMF](image)

**Fig. 4. Flow of traditional CEDA**

#### Step 2: Finding intensity gradient of the image

First derivative of Gx and Gy will be obtained by filtered the image gain from previous step with a Sobel kernel. The filtered process will in both vertical and horizontal direction.

Equation 5 and 6 show the way to calculate edge gradient and direction for each pixel from the images.

\[
G_x = \text{horizontal direction}
\]

\[
G_y = \text{vertical direction}
\]

(7)

(8)

Direction of gradient is perpendicular to the edges and is rounded by four angles which represent horizontal, vertical and two diagonal direction.

#### Step 3: Non-maximum suppression

When the direction and gradient magnitude obtained, unwanted pixels will be remove by scanning the image. Every pixel will be checked if it is a local maximum in its neighborhood in the direction of gradient.

![Example of determine local maximum](image)

**Fig. 5. Example of determine local maximum**

#### Step 4: Hysteresis Thresholding

To differentiate the edges and non-edges, minVal and mxVal will be used. If the intensity gradient of the edges is more than maxVal, then the edges will be edges. If the intensity gradient of the edges is below minVal, then the edges are non-edges and will be discarded. If the intensity gradient is between minVal and mxVal, differentiate of edges are non-edges will based on their connectivity. If the edges are connected to "sure-edges" pixels, they will be classified as part of edges. If not, they will discarded.
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Fig. 6. Example of differentiate edge

From the Figure 6, edge A is higher than maxVal so it is "sure-edge". Edge C also consider as valid edge because it connected to edge A. edge B will be discarded because it do not connected to any "sure-edge". So, to get an accurate result, minVal and maxVal play an important role.

Fig. 7. Flow of enhanced CEDA

Figure 8 show the 4 original pictures get from internet with different size. Then Figure 9 show the pictures which corrupted by noise with amount of noise is 50 and strength of noise also is 50. The images also including Monochromatic (grayscale noise). Figure 10 shows the 4 gray-scale images taken by smart phone with different size. Then Figure 11 shows the gray-scale images corrupted by noise with amount of noise is 50 and strength of noise also is 50. The images also including Monochromatic (grayscale noise). The tool for adding the noise is https://pinetools.com/add-noise-image. The corrupted images and pictures show on Figure 9 and 11. The corrupted images will be used to test the performance of CEDA.
The images with noise will undergo CEDA process to detect the edges of images. The output image will be used to get the performance of the CEDA in terms of noise filtering and preserving the edges and details of images. The experiment was carried out with three CEDA as shown in Table 1. All the algorithms were developed using Java code using Netbeans software.

Table 1. CEDA used for the experiment

<table>
<thead>
<tr>
<th>No</th>
<th>Method</th>
<th>Propose Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Traditional CEDA</td>
<td>1986</td>
</tr>
<tr>
<td>iii</td>
<td>Enhanced CEDA propose by this paper</td>
<td>2019</td>
</tr>
</tbody>
</table>

[11] propose using the mean filter to filter the image before undergoing traditional CEDA. Figure 12 shows the flow of enhanced CEDA proposed by [11].

IV. RESULT

Quality of the reconstructed image can be determined by PSNR value. The PSNR value is a quality measurement for the original image and reconstructed image. The higher the PSNR value, the higher the quality of the reconstructed image [17].

\[
PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right) \tag{9}
\]

\[
MSE = \frac{\sum_{i} \sum_{j} (r_{ij} - x_{ij})^2}{M \times N} \tag{10}
\]

Where \( r \) represents the original image and \( x \) represents the restored image. Size of image represented by \( M \times N \).
## Table 2. Output Image after implement CEDA on image

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="image" alt="Image a" /></td>
<td><img src="image" alt="Enhanced Image a" /></td>
<td><img src="image" alt="Propose Image a" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image b" /></td>
<td><img src="image" alt="Enhanced Image b" /></td>
<td><img src="image" alt="Propose Image b" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image c" /></td>
<td><img src="image" alt="Enhanced Image c" /></td>
<td><img src="image" alt="Propose Image c" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image d" /></td>
<td><img src="image" alt="Enhanced Image d" /></td>
<td><img src="image" alt="Propose Image d" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image e" /></td>
<td><img src="image" alt="Enhanced Image e" /></td>
<td><img src="image" alt="Propose Image e" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image f" /></td>
<td><img src="image" alt="Enhanced Image f" /></td>
<td><img src="image" alt="Propose Image f" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image g" /></td>
<td><img src="image" alt="Enhanced Image g" /></td>
<td><img src="image" alt="Propose Image g" /></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Image h" /></td>
<td><img src="image" alt="Enhanced Image h" /></td>
<td><img src="image" alt="Propose Image h" /></td>
</tr>
</tbody>
</table>
Table 3. PSNR value after implement CEDA on image

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>4.28</td>
<td>4.38</td>
<td>4.41</td>
</tr>
<tr>
<td>b</td>
<td>6.77</td>
<td>7.10</td>
<td>7.12</td>
</tr>
<tr>
<td>c</td>
<td>4.38</td>
<td>4.56</td>
<td>4.57</td>
</tr>
<tr>
<td>d</td>
<td>8.04</td>
<td>8.29</td>
<td>8.44</td>
</tr>
<tr>
<td>e</td>
<td>4.59</td>
<td>4.11</td>
<td>4.62</td>
</tr>
<tr>
<td>f</td>
<td>6.14</td>
<td>5.56</td>
<td>6.20</td>
</tr>
<tr>
<td>g</td>
<td>5.72</td>
<td>5.27</td>
<td>5.74</td>
</tr>
<tr>
<td>h</td>
<td>6.42</td>
<td>6.42</td>
<td>6.51</td>
</tr>
</tbody>
</table>

Table 2 show the output image obtained after three different CEDA used to preserve the edges of images shown on Figure 9 and 11. Besides that, the PSNR value of output image obtained after CEDA process also provided on Table 3.

From table 2 and 3, we can conclude that the CEDA propose by this paper will give the highest PSNR value which mean better performance on filter the noise and preserve the edges and details of the images. Table 4 will show the Algorithm with the highest PSNR value and their PSNR value.

Table 4. Algorithm with the highest PSNR

<table>
<thead>
<tr>
<th>Image</th>
<th>Algorithm with Highest PSNR Value</th>
<th>PSNR value</th>
</tr>
</thead>
<tbody>
<tr>
<td>9(a)</td>
<td>Propose Algorithm</td>
<td>4.41</td>
</tr>
<tr>
<td>9(b)</td>
<td>Propose Algorithm</td>
<td>7.12</td>
</tr>
<tr>
<td>9(c)</td>
<td>Propose Algorithm</td>
<td>4.57</td>
</tr>
<tr>
<td>9(d)</td>
<td>Propose Algorithm</td>
<td>8.44</td>
</tr>
<tr>
<td>11(a)</td>
<td>Propose Algorithm</td>
<td>4.62</td>
</tr>
<tr>
<td>11(b)</td>
<td>Propose Algorithm</td>
<td>6.20</td>
</tr>
<tr>
<td>11(c)</td>
<td>Propose Algorithm</td>
<td>5.74</td>
</tr>
<tr>
<td>11(d)</td>
<td>Propose Algorithm</td>
<td>6.51</td>
</tr>
</tbody>
</table>

V. CONCLUSION

We present a better CEDA to preserve the edge and details of the images which corrupted by noise. The combination of AMF, HMF, and GMF provide a better filtering result compare with Gaussian Filter. The defect of CEDA is no efficiency on noise removal and the traditional CEDA was using Gaussian Filter. Due to the combination of AMF, HMF, and GMF provide a better filtering result compare with Gaussian Filter, so we replace the Gaussian Filter with the combination of AMF, HMF, and GMF. From the experiment and analysis done, we successful prove that replace the Gaussian Filter with combination of AMF, HMF, and GMF on CEDA will provide a better performance on preserve the edges and details of the images corrupted by noise.

VI. FUTURE SCOPE

This paper can be extended by including various type of noise and test the performance of various CEDA on different type of noise. Besides that, the processing speed of CEDA also can be include in the experiment at future.
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