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Abstract: We consider a $M/M/1$ queueing model of a communication system subject to random attacks on service station. In such attack system, the time interval between any two attacks is an exponentially distributed random variable with mean $1/\gamma$. When the server fails by an attack, any customer getting service at that time becomes damaged. The failed server is immediately taken for repair and the damaged customer is washed out. Customers in the queue waiting for service are not washed out. The repair time of the server undergoing repair is assumed to be an exponentially distributed random variable with mean $1/\beta$. During repair time, the customers are allowed to wait for service maintain First Come First Served order. After the completion of repair, the server returns to the work-station immediately without any delay, even if there is no customer to render service. We derive explicit form of the state probabilities of the attack system in the long run. We also obtain measures of system performance and the model is validated by a numerical illustration.
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I. INTRODUCTION

Queueing systems subject to disasters and repair have been studied by several authors in the past (see, for example, [3], [1], [2], [4] and [6]). In [3], a single server queue has been considered where the server fails and all customers are washed out due to the occurrence of catastrophes, the failed server is taken for repair and no customer is entertained to the system during the repair time of the server. In [1] and [2], the same situation as in [1] has been adopted along with a new concept that new customers are allowed to join during repair time with a freedom to accept a loyalty reward for joining. In [4], a $M_s/G/1$ queue is analyzed where Poisson distributed batch arrival of customers takes place, a multiple vacation policy is adopted, disasters takes place according to a Poisson process and all customers are restricted to enter the system during the repair time of the server.

II. DESCRIPTION AND GOVERNING EQUATIONS OF ATTACK SYSTEM

$M/M/1$ queueing system is considered where arrival pattern follows Poisson process with arrival rate $\lambda$. First-Come-First-Served policy is adopted in serving the customers. Service time follows exponential distribution with mean $1/\mu$. Infinite buffer facility for the customers to wait in order to get service is assumed. Server is subject to failures by random attacks and the time interval between any two attacks is exponentially distributed with mean $1/\gamma$.

When the server fails, the customer (if any getting service) becomes damaged. The failed server is immediately taken for repair and the damaged customer is discarded once for all. Customers in the buffer remain and are not washed out. The...
server repair time is an independent random variable which is exponentially distributed with mean \(1/\eta\). Customers are permitted to join the system while the server is under repair. Without any delay, the server is ready to work immediately after the repair completion, even if there is no waiting customer in the system.

We follow the notation given below:

a. \(X(\tau)\) represents the number of customers (which includes the one who is getting service) in the attack system at time \(\tau\).

b. \(Y(\tau)\) takes the value 0, if the server is online (not under repair) at time \(\tau\). And takes the value 1, if the server is undergoing repair at time \(\tau\).

c. \(Z(\tau) = (X(\tau), Y(\tau))\)

d. \(l_1(u)\Theta_2(\tau) = \int_{0}^{\tau} l_1(u) l_2(\tau - u) du\).

e. \(I^*(\tau) = \int_{0}^{\infty} e^{-\tau z} l(\tau) d\tau\).

As per the assumptions, the stochastic process \(\{Z(\tau) | \tau \geq 0\}\) is identified as a discrete-valued Markov process with state space

\[
\Omega = \{(j,k) | j = 0, 1, 2, \cdots; k = 0, 1\}.
\]

To study the process, we define the joint probability function:

\[
q(j,k;\tau) = \Pr\{X(\tau) = j, Y(\tau) = k | X(0) = 0, Y(0) = 0\}\]

Applying Laplace Transform on both sides of the equations (1)-(4), we get

\[
q(j,0;\tau) = f(j,0;\tau) @ e^{-(\lambda+\gamma)\tau},
\]

where

\[
f(j,0;\tau) = q(j-1,0;\tau)\lambda + q(j+1,0;\tau)\mu + q(j,1;\tau)\eta,
\]

\(j = 1, 2, \cdots\).

Case (iii):

\[
q(0,1;\tau) = f(0,1;\tau) @ e^{-(\lambda+\gamma)\tau},
\]

where

\[
f(0,1;\tau) = \{q(0,0;\tau) + q(1,0;\tau)\}\gamma.
\]

Case (iv):

\[
h(j,1;\tau) = f(j,1;\tau) @ e^{-(\lambda+\gamma)\tau},
\]

where

\[
h(j,1;\tau) = q(j-1,1;\tau)\lambda + q(j+1,0;\tau)\gamma,
\]

\(j = 1, 2, \cdots\).

III. ATTACK SYSTEM’S STEADY STATE ANALYSIS

Consider the steady-state probabilities as follows:

\[
\pi(j,k) = \lim_{\tau \to \infty} q(j,k;\tau), (j,k) \in \Omega.
\]

Applying final value theorem of Laplace transform, we get

\[
\pi(j,k) = \lim_{\tau \to \infty} \theta q^*(j,k;\theta), (j,k) \in \Omega.
\]

Let \(f(j,k;\tau)\) denote the first-order product density ([5]) of the stochastic point process of events of entering into the state \((j,k)\). Using probabilistic arguments, following integral equations are derived:

Case (i):

\[
q(0,0;\tau) = e^{-(\lambda+\gamma)\tau} + f(0,0;\tau) @ e^{-(\lambda+\gamma)\tau},
\]

where

\[
f(0,0;\tau) = q(1,0;\tau)\mu + q(0,1;\tau)\eta.
\]

Case (ii):

\[
q(j,0;\tau) = f(j,0;\tau) @ e^{-(\lambda+\gamma+\mu)\tau},
\]

where

\[
f(j,0;\tau) = q(j-1,0;\tau)\lambda + q(j+1,0;\tau)\mu + q(j,1;\tau)\eta,
\]

\(j = 1, 2, \cdots\).

Multiplying by \(\theta\) on both sides of Eqns. (5)-(8) and taking limit as \(\theta \to 0\), we get

\[
(\lambda + \gamma + \mu)q(0,0;\theta) = \mu q^*(1,0;\theta) + \eta q^*(0,1;\theta);\]

\[
(\theta + \lambda + \mu + \gamma)q^*(j,0;\theta) = \lambda q^*(j-1,0;\theta) + \mu q^*(j+1,0;\theta) + \eta q^*(j,1;\theta), j = 1, 2, \cdots;\]

\[
(\theta + \lambda + \eta)q^*(1,0;\theta) = \gamma \{q^*(0,0;\theta) + q^*(1,0;\theta)\};\]

\[
(\theta + \lambda + \eta)q^*(j,1;\theta) = \lambda q^*(j-1,1;\theta) + \gamma q^*(j+1,0;\theta), j = 1, 2, \cdots;\]

Thus, the state-transition rate diagram is described below:

\[
\text{Fig. 1. State-transition rate diagram}
\]
\[
(\lambda + \mu + \gamma) \pi(j, 0) = \lambda \pi(j-1, 0) + \mu \pi(j+1, 0) + \eta \pi(j, 1), \quad j = 1, 2, \ldots;
\]

(10) \[
(\lambda + \eta) \pi(0, 1) = \gamma \{\pi(0, 0) + \pi(1, 0)\};
\]

(11) \[
(\lambda + \eta) \pi(j, 1) = \lambda \pi(j-1, 1) + \gamma \pi(j+1, 0), \quad j = 1, 2, \ldots
\]

(12) Define the partial probability generating functions as follows:

\[
\Pi_0(s) = \sum_{j=0}^{\infty} \pi(j, 0) s^j, \quad \Pi_1(s) = \sum_{j=0}^{\infty} \pi(j, 1) s^j.
\]

(13) By using (9) and (10), we get

\[
\{\lambda s^2 - (\lambda + \mu + \gamma) s + \mu\} \Pi_0(s) + \eta s \Pi_1(s) = \mu (1-s) \pi(0, 0)
\]

(14) By using (11) and (12), we get

\[
\gamma \Pi_0(s) + s[\lambda s - (\lambda + \eta)] \Pi_1(s) = \gamma (1-s) \pi(0, 0).
\]

(15) Solving (14) and (15), we get

\[
[\Pi_0(s) / \Delta_1(s)] = [\Pi_1(s) / \Delta_2(s)] = [1 / \Delta_3(s)],
\]

(16) where

\[
\Delta_1(s) = s(1-s) \pi(0, 0) \left\{ \mu \{\lambda s - (\lambda + \eta)\} - \eta \gamma \right\},
\]

\[
\Delta_2(s) = \gamma s (1-s) \pi(0, 0) \left\{ \lambda s - (\lambda + \mu + \gamma) \right\},
\]

\[
\Delta_3 = s(s-1) \left\{ \lambda^2 s^2 - \lambda s (\lambda + \mu + \gamma + \eta) + (\lambda \mu + \mu \eta + \gamma \eta) \right\}.
\]

Consequently, we get by using (16),

\[
\Pi_0(s) = \frac{\pi(0, 0) \left\{ \gamma \eta - \mu (\lambda s - (\lambda + \eta)) \right\}}{\lambda^2 s^2 - \lambda s (\lambda + \mu + \gamma + \eta) + (\lambda \mu + \mu \eta + \gamma \eta)}.
\]

(17) Further, we have

\[
\Pi_0(s) + \Pi_1(s) = 1,
\]

We get

\[
\pi(0, 0) = \frac{\eta(\mu + \gamma) - \lambda (\eta + \gamma)}{(\mu + \gamma)(\eta + \gamma)}
\]

(19) Since \(0 < \pi(0, 0) < 1\), we get the stability condition that

\[
\lambda (\gamma + \eta) < \eta (\mu + \gamma).
\]

(20) The other steady-state probabilities are found from (17) and (18). To this end, we consider the zeros of the denominator in (17) and (18). The zeros are given by

\[
\omega_1 = \frac{\lambda + \mu + \gamma + \eta}{2 \lambda} - \frac{\sqrt{(\lambda + \mu + \gamma + \eta)^2 - 4(\lambda \mu + \mu \eta + \eta \gamma)}}{2 \lambda},
\]

(21) \[
\omega_2 = \frac{\lambda + \mu + \gamma + \eta}{2 \lambda} + \frac{\sqrt{(\lambda + \mu + \gamma + \eta)^2 - 4(\lambda \mu + \mu \eta + \eta \gamma)}}{2 \lambda}.
\]

(22) We find that

\[
\omega_1 + \omega_2 = \frac{\lambda + \mu + \gamma + \eta}{\lambda}, \quad \omega_1 \omega_2 = \frac{\lambda \mu + \mu \eta + \eta \gamma}{\lambda^2}.
\]

(23)
\[
(\lambda + \mu + \gamma + \eta)^2 - 4(\lambda \mu + \mu \eta + \eta \gamma) = (\lambda - \mu - \gamma + \eta)^2 + 4\lambda \gamma > 0.
\]
So, \(\omega_1\) and \(\omega_2\) are positive and distinct. Using (20) in (23), we get \(\omega_1 + \omega_2 > 2, (\omega_2 - 1)(\omega_2 - 1) > 0\).
Implies \(\omega_1 > 1\) and \(\omega_2 > 1\).

Then, by (17), we get
\[
\Pi_0(s) = \frac{\pi(0,0)}{s}[\eta \mu - \mu(\lambda s - (\lambda + \eta))]
\]
\[
= \frac{\pi(0,0)}{\lambda^2(\omega_2 - \omega_1)}(\lambda \mu + \mu \eta + \eta \gamma) \sum_{n=0}^{\infty} \left( \frac{1}{\omega_1^{n+1}} - \frac{1}{\omega_2^{n+1}} \right)s^n
\]
\[-\frac{\pi(0,0)}{\lambda^2(\omega_2 - \omega_1)} \lambda \mu \sum_{n=0}^{\infty} \left( \frac{1}{\omega_1^n} - \frac{1}{\omega_2^n} \right)s^n.
\]
Equating the coefficients of \(s^n\) in (24), we obtain
\[
\pi(n,0) = \frac{\pi(0,0)}{\lambda^2(\omega_2 - \omega_1)}(\lambda \mu + \mu \eta + \eta \gamma) \left( \frac{1}{\omega_1^{n+1}} - \frac{1}{\omega_2^{n+1}} \right), n = 0, 1, 2, \ldots.
\]
Similarly, by using (18), we get
\[
\Pi_1(s) = \frac{\gamma \pi(0,0)}{s}[(\lambda + \mu + \gamma) - \lambda s]
\]
\[
= \frac{\gamma \pi(0,0)}{\lambda^2(\omega_2 - \omega_1)}(\lambda + \mu + \gamma) \sum_{n=0}^{\infty} \left( \frac{1}{\omega_1^{n+1}} - \frac{1}{\omega_2^{n+1}} \right)s^n
\]
\[-\frac{\gamma \pi(0,0)}{\lambda^2(\omega_2 - \omega_1)} \lambda \sum_{n=0}^{\infty} \left( \frac{1}{\omega_1^n} - \frac{1}{\omega_2^n} \right)s^n.
\]
Equating the coefficients of \(s^n\) in (26), we obtain
\[
\pi(n,1) = \frac{\gamma \pi(0,0)}{\lambda^2(\omega_2 - \omega_1)}[\lambda + \mu + \gamma] \left( \frac{1}{\omega_1^{n+1}} - \frac{1}{\omega_2^{n+1}} \right)
\]
\[-\frac{\gamma \pi(0,0)}{\lambda^2(\omega_2 - \omega_1)} \lambda \left( \frac{1}{\omega_1^n} - \frac{1}{\omega_2^n} \right), n = 0, 1, 2, \ldots.
\]
\[
\text{Theorem: Under the condition } \lambda(\gamma + \eta) < \eta(\mu + \eta), \text{ the steady-state probabilities of the states of the attack system are given by}
\]
\[
\pi(n,0) = \frac{\pi(0,0)}{\lambda^2(\omega_2 - \omega_1)}(\lambda \mu + \mu \eta + \eta \gamma) \left( \frac{1}{\omega_1^{n+1}} - \frac{1}{\omega_2^{n+1}} \right)
\]
\[-\pi(0,0) \lambda \mu \left( \frac{1}{\omega_1^n} - \frac{1}{\omega_2^n} \right), n = 0, 1, 2, \ldots,
\]
\[
\pi(n,1) = \frac{\gamma \pi(0,0)}{\lambda^2(\omega_2 - \omega_1)}[\lambda + \mu + \gamma] \left( \frac{1}{\omega_1^{n+1}} - \frac{1}{\omega_2^{n+1}} \right)
\]
\[-\frac{\gamma \pi(0,0)}{\lambda^2(\omega_2 - \omega_1)} \lambda \left( \frac{1}{\omega_1^n} - \frac{1}{\omega_2^n} \right), n = 0, 1, 2, \ldots,
\]
where
\[
\pi(0,0) = 1 - \frac{\gamma(\mu + \gamma) + \lambda(\gamma + \eta)}{(\mu + \gamma)(\eta + \gamma)}.
\]

IV. SYSTEM'S PERFORMANCE MEASURES

A. Idle state probability of the server
The probability that the server is in idle state not in repair, is given by
\[
\pi(0,0) = 1 - \frac{\gamma(\mu + \gamma) + \lambda(\gamma + \eta)}{(\mu + \gamma)(\eta + \gamma)}.
\]
condition $\lambda (\gamma + \eta) < \eta (\mu + \gamma)$ is satisfied for all positive values of $\gamma$. Varying $\gamma$ from 0.1 to 10.0, we obtain the corresponding values of $\pi (0, 0)$ and present them in the following table:

**Table- I: $\pi (0, 0)$ for Varying $\gamma$ from 0.1 to 10.0**

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(0, 0)$</td>
<td>0.244</td>
<td>0.167</td>
<td>0.117</td>
<td>0.083</td>
<td>0.060</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>$\pi(0, 0)$</td>
<td>0.043</td>
<td>0.030</td>
<td>0.021</td>
<td>0.014</td>
<td>0.008</td>
</tr>
</tbody>
</table>

We find that the probability $\pi (0, 0)$ decreases as $\gamma$ increases.

**B. Busy state probability of the server**

When the server is not under repair, to make the server busy, there must be at least one customer in the system. Let $\alpha$ be the probability that the server is in busy state. Then, by using (24), we obtain

$$\alpha = \sum_{n=1}^{\infty} \pi(n, 0) = \Pi_0(1) - \pi(0, 0)$$

$$= \frac{\pi(0, 0) \left[ \gamma \eta - \mu (\lambda - (\lambda + \eta)) \right]}{\lambda^2 (\omega_1 - 1)(\omega_2 - 1)} - \pi(0, 0) = \frac{\lambda}{(\mu + \gamma)}$$

Clearly, $\alpha$ always decreases as $\gamma$ increases.

**C. Server repair time probability**

Let $\beta$ be the probability that the server is undergone repair. Then, by using (26), we obtain

$$\beta = \sum_{n=0}^{\infty} \pi(n, 1) = \Pi_1(1)$$

$$= \frac{\pi(0, 0) \left[ (\lambda + \mu + \gamma) - \lambda \right]}{\lambda^2 (\omega_1 - 1)(\omega_2 - 1)}$$

$$= \frac{\gamma \pi(0, 0) (\mu + \gamma)}{\lambda^2 (\omega_1 - 1)(\omega_2 - 1)} = \frac{\gamma}{\eta + \gamma}$$

Clearly $\beta$ always decreases as $\eta$ increases.

**D. Average number of customers of the attack system in the long run**

Let $\phi$ be the mean number of customers in the system. Then, after simple algebraic simplifications, we obtain,

$$E(X) = \phi = \left[ \frac{d}{ds} \left\{ \Pi_0(s) + \Pi_1(s) \right\} \right]_{s=1}$$

$$= \frac{\lambda}{(\eta + \gamma)} \left[ \gamma (\mu + \gamma) + \eta (\eta + \gamma) \right]$$

Taking $\lambda = 5.0, \mu = 8.0, \eta = 4.0$, and varying $\gamma$ from 1.0 to 10.0, we get the following table:

**Table- II: $E(X)$ by Varying $\gamma$ from 0.1 to 10.0 and fixing $\lambda = 5.0, \mu = 8.0, \eta = 4.0$**

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(X)$</td>
<td>2.636</td>
<td>3.667</td>
<td>4.841</td>
<td>6.25</td>
<td>8.016</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
<td>9.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$E(X)$</td>
<td>10.333</td>
<td>13.546</td>
<td>18.333</td>
<td>26.282</td>
<td>42.143</td>
</tr>
</tbody>
</table>

**Fig. 2. Attack system’s average customers by fixing $\lambda = 5.0, \mu = 8.0, \eta = 4.0$**

We find that the size of the system increases as $\gamma$ increases and is depicted in Table-II and Fig. 1.

**Table- III: $E(X)$ by Varying $\gamma$ from 0.1 to 10.0 and fixing $\lambda = 5.0, \mu = 6.0, \eta = 7.0$**

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(X)$</td>
<td>4.375</td>
<td>3.990</td>
<td>3.731</td>
<td>3.546</td>
<td>3.407</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
<td>9.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$E(X)$</td>
<td>3.300</td>
<td>3.214</td>
<td>3.145</td>
<td>3.086</td>
<td>3.039</td>
</tr>
</tbody>
</table>
Fig. 3. Attack system’s average customers by fixing
\[ \lambda = 5.0, \mu = 6.0, \eta = 7.0 \]
In this case, we observed that the size of the system decreases as \( \gamma \) increases and the situation is depicted in Table-III and Fig. 3.

V. CONCLUSION
In the present paper, a new queue model for studying a communication system where the server fails due to the occurrence of attacks, washing out only the customer undergoing service, but not the waiting customers. A repair facility is considered for repairing the failed server, and customers are allowed to join the queue during the repair time. Explicit expressions are provided for the stationary probabilities of the attack system. A numerical illustration has been provided which has validated the effects of attacks on the performance of the model.
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