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Abstract: discussion forums are spreadly employed as 

learning tools in online courses, particularly in the Massive open 
online course (MOOC). Learners share opinions, express needs, 
and seek tutoring, and participate in discussions in the online 
forum. However, learner’s workstation generates massive 

information due to the number of MOOC participants, making it 
difficult to identify relevant information that can help and answer 
questions during the MOOC. Identifying and extracting 
knowledge from a MOOC discussion forum requires learner’s 

engagement in a collaborative and informative learning 
environment that enables knowledge exchange and information 
sharing. In this article we offer a new approach to explore forums, 
interactions and collaboration of learners online, in a knowledge 
building process, by an extraction framework and presentation of 
knowledge based on the characteristics of the text written in the 
learners' messages during the training. Our proposal consists in 
combining the pretreatment of the natural language by the 
TF-IDF metric, and the embedding of the words by Word2Vec, 
and then we will use the machine learning algorithm SVM for a 
semantic classification according to the analysis interactions 
model. Thus, we will apply the transformations and pretreatments 
on the messages posted in the forums by the participants in the 
MOOC, then the Word2Vec to represent each word as a vector, 
which will be concatenated to the features of the context TF-IDF. 
These vectors will form the data input of our Learning SVM 
machine algorithm, which aims to establish semantic 
relationships between concepts. The knowledge is then expressed 
as ontology for a representation of knowledge and an enrichment 
of our model.  

 
Keywords: MOOC, Forum, Interactive Analysis Model, 

TF-IDF, Word2Vec, ontology, Support Vector Machine.  

I. INTRODUCTION 

Massive open online courses [1] have become popular 

over the past decade and have delivered broad learning 
opportunities at the expense of traditional classroom 
environments.  
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MOOCs have had a significant impact on the 
characteristics of education, from open source (tools and 
learning platforms) to open content (open learning and 
learning content) to the open online learning experience (open 
online course) valid since the 2000s. 

The MOOC approach has become popular and it reaches a 
broad community of learners, through its openness it can lead 
a group of learners to study together regardless of their 
original culture and social background. By comparing with 
traditional courses, MOOCs cover a very wide scale, and are 
globally accessible without any restrictions on participation in 
the session. 

The different MOOCs are described in the literature: 
cMOOCs are based on connectivity and networking, however 
xMOOCs are based on behaviorist approach.The process of 
learning in connectivity occurs when the learner feeds his 
knowledge by making connections with the collective 
knowledge of the community. These connections are 
established in a context of conceptual and social / external 
interactions. Connectivists state that learning is not simply a 
transfer of knowledge from teacher to learner and does not 
take place in a single environment, but they state that 
knowledge is transformed and transferred by the interaction 
of especially in a Web environment [13]. Among the 
cMOOCs learning tools include the discussion forums that 
play a crucial role in the learning process. 
Forums are not used consistently in all MOOC conceptions. 
For example, some MOOCs depict interaction 's in forums, as 
a complement of the course, while others do not. 
Nevertheless, as in most online courses, MOOCs generally 
rely on the discussion board to replace conversations that 
would normally take place in the presential classroom. A 
discussion forum (newsgroup, online forum, etc.) is defined 
as an online means that furnishes students with the ability to 
submit messages, respond to messages, categorize messages, 
and view responses to messages. The messages and the 
answers are organized in threads, so one can envisage a forum 
like a store to post messages online [3] [4]. 
Moreover, in a MOOC, the discussion forum is invested by 
great importance from students, as it is the only channel that 
provides support, to answer questions, ask the tutor to 
intervene and connect with colleagues. As a result, MOOC 
forums tend to offer a rich and comprehensive process of 
learners' learning processes, interactions and discussions. 
However, the huge volume of data produced during activities 
in the MOOC forums, makes that information ambiguous,  
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and posts in the forum difficult to effectively sort and 
semantically, which complicates the task of the tutor to 
answer questions. 

MOOCs face the challenge of exchanging and investigating 
in a discussion forum, extracting relevant data, and sharing 
among learners. This task is greedy and tedious in resources 
when reading, coding and analyzing this textual data. In sum, 
learners do not benefit from the relevant knowledge generated 
during forum interactions by posts and comments. 

In terms of qualitative research, the volume of interactions 
in MOOC forums makes reading, coding, textual data analysis 
tedious, which implies significant latency, and resource 
intensity. 

However, the occasion for collaborative learning in the 
online discussion is revealed by the sharing of constructive 
activities of shared knowledge, due to interactions that 
facilitate involvement in the learning of their peers in the 
group, possess experiences and different origins. 

The collaborative forum provides a common platform for 
students to share knowledge that are being in construction and 
reflection [17]. In addition, the asynchronous format of 
communication is recognized as an effective tool for creating 
a criticizing community, in which participants formulate their 
conceptions, and exchange their ideas and evaluate the beliefs 
and practices of other learners [18]. 

Peer student interactions forms a potent tool that provides 
feedback and interaction to help learners in knowledge 
building processes. Students have different profiles 
(academic, cultural, nationalities), which vary the views in the 
online discussion forum. In addition, the forums provide the 
opportunity to produce the scaffolding of thought [19], which 
develops a collaborative and individual reflection of learners. 
Our approach in this work is to develop an automatic 
framework based on the Learning machine, in order to extract 
and represent the knowledge of the discussion forums in the 
MOOC environment.  

In the following section we will discuss the state of the art 
of the various works carried out in the field of MOOC 
discussion forums.  

In the 3rd chapter we will apply a pretreatment performed 
for the corpus of the text written in the threads messages in the 
forum. The 4th chapter presents our framework, and its 
components and the machine learning algorithms used for the 
classification as well as the evaluation of our classifier. Then 
we will build ontology for the representation of the 
knowledge extracted in chapter 6. The last section will put 
light on work in progress and perspectives. 

II. STATE OF ART 

With technological progress, new forms of group work 
have emerged, particularly in the field of distance learning. 
E-learning has improved teaching conditions by overcoming 
the spatial and temporal barrier. The e-learning, has several 
tools to improve the conditions of the course such as 
discussion forums, emailing lists, wikipedias ... .etc [5]. 

With the emergence of E-learning, researchers have 
examined the variable aspects of asynchronous discussion 
forums, focusing on research areas such as the role of the tutor 
in online forums [6], forum structures, the use of the social 

network to better understand patterns of interaction [7], and 
the impact of forums on the learning process [8]. 

However, the tutor's role remains paramount in an LMS 
platform [6], as a facilitator who helps learners to choose their 
course, and allows them to express themselves in online 
discussions and he still plays the role of moderator that 
synthesizes, critiques and structures the content, while 
managing the deadlines to complete the activities. 

In addition, the tutor can still play the role of expert and 
bring his pedagogical experience and emotional support that 
is necessary to avoid abandonment during learning [31]. But 
the feeling of isolation that the learner feels is very common 
and is an important factor among many that generates its 
abundance in online education. 

In order to free the learner from this feeling of isolation [9] 
which is reflected in the abundance of distance education, the 
tutor is then called upon to play a very important role and to 
ensure a good support for the learners to help them to be 
motivate and learn more effectively [32]. In addition, MOOCs 
allow geographically dispersed groups to collaborate and 
learn autonomously, which accentuates the phenomenon of 
isolation and disconnection similar to those experienced in 
the distance learning environment. 

In addition, MOOCs allow geographically dispersed 
groups to collaborate and learn autonomously, which 
accentuates the phenomenon of isolation and disconnection 
similar to those experienced in the distance learning 
environment. 

Otherwise, students must also ensure a reciprocal technical 
arrangement to access tools, materials and learning activities. 
The feeling of abundance is identified as related to the 
feelings expressed by the learners' posts in the forums based 
on the analysis of the feelings of the discussions in the MOOC 
forums [11]. 

while several studies have been conducted on discussion 
forums, few of them have dealt with the specificity of MOOCs 
discussion forums. The analysis of the MOOC forums, 
showed the primary role of the discussion forums as a 
complement to the course, and allows to analyze the 
interactions of the learners to classify the active and inactive 
learners, which explains the phenomenon of abundant and 
retention [12]. 

In a MOOC context, previous work [14] showed the 
manner a forum should be implemented, but these studies 
were limited to the presence of the learner in a learning space, 
and not to contributions to the exchange in the forum to 
achieve the objectives of the course. 

All these attending and monitoring needs of the MOOC 
[10], show the importance of a tool for communication and 
flexible information exchange between the tutor and the 
learners on the one hand and between the learners on the other 
hand. But the number of messages is proportional to the 
number of learners. Knowing that the number of learners 
registered in a MOOC has reached significant numbers, the 
exploitation of massive data in the exchanged messages 
becomes impracticable. 
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The learners in MOOC forums freely express their 
messages, and have no uniform syntactic representation or 
semantic linking the different information in the posted 
content [33],  

Which requires that functionalities be included in the 
asynchronous communication tools of the MOOCs, to 
facilitate the search for knowledge semantically. Due to these 
constraints related to an online MOOC learning environment, 
this article is essentially aimed at giving tutors the opportunity 
to understand, and to analyze learners' knowledge-seeking 
behavior based on cognitive theory. 

Specifically, we aim to make up a framework, based 
learning theory. This framework will serve to identify the 
cognitive level of students based on the information released 
in the posted messages.  

In the state of the art of MOOCs, the tutor noted that the 
discussion forum formed a means of communication during 
the course, and was a source of many discussions.  The forum 
is considered a tool for expression, explication, and relation, 
which allows participants to share their homework’s, 
thoughts, and remarks.  

The tutor also noted that it was motivating to see the 
number of messages and answers increase by time. In this 
perspective, we propose a framework for knowledge 
construction based on social interactions in a MOOC 
discussion forum. 

In previous research, discussion forums have been 
considered as a means of building knowledge, using the 
pedagogical taxonomic approach to model messages and 
identify types of interactions in conversations. The messages 
are analyzed based on Bloom's taxonomy level [34] to 
categorize the scientific discourse. The results of this research 
show that interactions within MOOC discussion forums are a 
learning process at particular levels of cognitive learning. 

The results also imply that different types of forum 
interactions have characteristics relevant to particular 
learning levels, and that the number of higher level cognitive 
learning incidents increases as the course progresses. The 
results of this research show that interactions within MOOC 
discussion forums are a unique learning process at particular 
levels of cognitive learning. 

In this research, we investigate the application of cognitive 
learning theory to forum posts (threads, messages, and 
comments) as instances of the socioconstructivism process 
[35] and learning. 
We define the discussion forum exchange process that is 
realized on three levels: 
Thread: the message containing the initial topic of the forum. 
Post: the message in the Thread. 
How: the message that answers a post or another how. 

Specifically, we seek to develop a model to identify the 
cognitive learning level of a data exchange, when interacting 
in a discussion forum. The exchange of information in a 
discussion area is considered to be a cognitive learning 
process [16]. 

One approach is to consider the interpretation of 
information exchanges in a discussion forum as part of the 
learning process [15], so we will define a framework based on 
the methodology of cognitive learning according to the needs 
of the learner information, and attributes inherent to the 

knowledge extraction process. 
the empirical studies have shown that participants use 

online discussion forums such as a knowledge sharing 
medium [17], so the interactions in a forum is a form of 
knowledge sharing through online conversation, what 
qualifies it learning process. 

In this context, we will use the approach of the interaction 
analysis model [20], which allows analyzing the knowledge 
building processes, in order to identify the key terms of each 
of the five levels of knowledge. 

III. INTERACTION ANALYSIS MODEL 

The content analysis is defined as a research methodology 
that relies on procedures to draw valid conclusions from a text 
[36]. The interaction analysis model [20] has examined the 
constructivist knowledge creation phases, while the 
categories of collaborative behavior [21] present situations of 
collaborative learning. The interaction analysis model 
examines the transition between critical thinking phases 
(critical thinking) such as negotiation, to illustrate the 
construction of knowledge. 

The Interaction Analysis Model was developed to analyze 
the process of constructing participants' knowledge in a 
learning environment that can reach a higher level of critical 
thinking across the different phases of interactions with their 
peers. 
In other words, content analysis studies allow observations 
on, cognitive and social interactions among learners, levels of 
participation, collaborative activity among learners, and the 
level of knowledge building among the learners. 

Several researches have been carried out in interaction 
analyzes, such as those conducted in online asynchronous 
project pedagogy environment for college students [22]. 

According to [20], the notes written by students in the 
course are classified in Phase I and Phase II, while students 
are considered to have low mental functions, and notes listed 
in Phase III, Phase IV, and Phase V represent students with 
high mental functions. 

This research revealed that almost 86% of the notes [20] 
[22] residing in Phases I and II of the students in the course, 
are qualified low levels depending on the grid coding scheme. 
In the grid, the five phases of knowledge construction are 
necessary for the co-construction of knowledge in the 
collaborative learning, therefore a very low percentage of 
high levels of notes written by learners will involve an 
unsatisfactory quality of learners' knowledge co-construction. 

In this research, we will classify the messages in relation to 
the five phases, by doing a similarity mapping with a set of 
keywords characterizing the phases of the interaction analysis 
model, and the words composing the text of the messages 
posted in the asynchronous discussion forum[23]. 

As an example, for phase 1 of haring / comparisons of 
information, we find keywords such as, 'what', 'who', 'is what', 
'in my opinion', 'I am agree', 'good idea', 'more', 'besides', 'add', 
etc. ..... 

For phase II of dissonance, we have the key words: 'I do not 
agree', 'and if we did that', 

'idea'. 
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The phase III concerns the negotiation and co-construction 
of new knowledge: 

'We can do it', 'we doubt', 'we are on', 'can be', 'it's ok', etc. 
We find in phase VI the tests and attempts to build new 

knowledge with keywords like 'I think', 'sample', 'data', 
'application. 

In phase V, we have the declarations and applications of 
new knowledge built with the terms: 'synthesis', 'association', 
'combination', 'formula', 'equation', 'calculation', 'approach', 
'new way'. 

Based on the previous work [29] [30], for each phase of the 

analytical model, we will build a dictionary of keywords, 
which will be the subject of reference for the comparison of 
similarity with the words of the text of the messages posted. 
Key words will be represented by Word2Vec vectors 
including the skip-gram algorithm we will have a presentation 
of each word by vector. This vector presentation will make it 
easier to measure the similarity of words in posted messages. 
 

 
TABLE I: Categories and indicators of the interaction Analysis model values 

 
 
 
 
 

 
 
 
 
 

Phase Categories Indicators 

1 
Shares and comparisons 

 

A. statement of opinions 
B. statement of agreement 

C. Examples of Corroborations 
D. Request and answer questions to clarify the details of the statements 

E. Definition, description, and identification of a problem 

2 Dissonance 

A. Identifying and stating areas of disagreement 

B. Asking and answering questions to clarify the source and extent of disagreement 

C. Restating the participant’s position, and possibly advancing arguments or 

considerations in its support by references to the participant’s experience, literature, 

formal data collected or proposal of relevant metaphor or analogy to illustrate point of 
view 

 

3 Negotiation & Co-Construction 

A. Negotiation or clarification of the meaning of terms 

B. Negotiation of the relative weight to be assigned to arguments 

C. Identification of areas of agreement or overlap among conflicting concepts 

D. Proposal and negotiation of new statements embodying compromise, co-construction 

E. Proposals integrating or accommodating metaphors or analogies 

4 Testing Tentative Constructions 

A. Testing the proposed synthesis against ‘received fact’ as shared by the participants 
and/or their culture 

B. Testing against existing cognitive schema 

C. Testing against personal experience 

D. Testing against formal data collected 

E. Testing against contradictory testimony in the literature 

 

5 
Statement & Application of 

Newly Constructed Knowledge 

A. Summarization of agreement(s) 

B. Applications of new knowledge 

C. Metacognitive statements by the participants illustrating their (cognitive schema) has 
changed as a result of the interaction 
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IV. PROPOSED APPROACH 

 To achieve our main goal, which manifests in building and 
sharing new knowledge in a discussion forum, as shown in 
Figure 2, our model is presented by a system composed of 
seven steps: 
- Constitution of the dictionary of the IAM model. 
- Pretreatment of the text of the messages. 
- Analysis of the content of the messages. 
- Extraction of concepts. 
- Extraction of semantic relations. 
- Construction of ontology. 
- Representation of knowledge. 

 
Figure 1: Knowledge building framework in forum 

discussion 

A. Building the IAM Model Dictionary: 

Beforehand we built our dictionary of words of the IAM 
model, collecting all the verbs, words, corresponding to the 
five phases of the model. The dictionary is stored in a 
database. 

Each word in the dictionary will have a glossary that 
explains in detail the meaning of the word, and a set of 
synonyms that facilitates comparison with other words. 

This corpus forms the basis of our study, and each word in 
the dictionary will be presented by a Word2Vec [37], to 
calculate the similarity with the words of the messages written 
by the learners. 

B. Preprocessing the message data 

In this step, the text is cleaned by pretreatment of data 
collected from messages written in natural language on the 
MOOC course website. To clean the data, we use the Natural 
Language Toolkit (NLTK) [38], to process data from text. 
NLTK offer a widely used dictionary which is the WordNet. 
Subsequently, the text processing will be done by libraries, 
for the creation of tokens, the creation of links, the display and 
the analysis (Tokenization, stemming, tagging, and parsing). 

For cleaning and pretreatment of data, we perform the 
following steps for each message in the discussion forum: 

remove tags, remove punctuation, remove stop words, put 
words in lowercase, remove non-ASCII code words , apply 
the stemming, on the other hand we keep all the URLs 
published in the messages. 

The terms used in the written communication are indicators 
on the behavior of the learner, his feelings on a subject, on 
which topics he is interested, his organization, his analysis of 
the information. The content analysis approach provides 
views on the structure of the message in a MOOC discussion 
forum. 

In addition to the thematic classification of forum 
messages, content classification is used as the basis for 
semantic analysis. In the content analysis approach, we use 
the TF-IDF metric [39]. 

C. Analyzing the content of messages 

The TF-IDF metric (Term-Frequency - Inverse Document 
Frequency) [39] is based on the similarity indicator of the 
inverse of the frequency of the document, which means the 
inverse of the proportion of document that contains the term 
candidate at the logarithmic scale. In terms of calculating 
process weights, post messages must be analyzed and 
constructed in key term vectors. 
The key-term vectors will be used to calculate the terms 

weights using the TF-IDF weight metric (frequency 
of terms / frequency of the document inverse). 

The following formula measure the weight  of the terms 
i in the posted messages: 

 

:  frequency of  term i in the posted messages j  

: maximum frequency among all z keywords that 
appear in the message posted j. 

 : is the total number of messages posted that can be 
recommended by a user, and di is the number of messages 
posted that contains the term  i. 
After calculating all the terms weights of all the terms in a 
posted message, the term weight vector i will be: 

 
;  

 posts 
 

After endowing each word with a weight vector, we use the 
approach based on the prediction Word2Vec to represent 
words semantically. Word2Vec is a prediction-based 
approach that practices on a large corpus of text [40]. 
Word2Vec is a single layer neural network [40], consisting of 
two models: skip-gram and CBOW 
(continious-bag-of-words). In the case of CBOW, we give a 
context and we predict the target word, while in skip-gram for 
a target word we predict its context. 
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In this article, we will use skip-gram which will take the target 

word  as input, and the output is its context 

 defined in a window of size C. 
After training our model by skip-gram, we add to each 

vector Word2Vec, its vector weight, which enriches the 
modeling of the word with a new feature. The vector of each 
word is a new vector enriched semantically. 

D.  Concepts extraction 

During this step, we propose an algorithm for extracting key 
concepts. 

The semantic model of the vector of each word of the 
posted messages will be the input of our algorithm of 
extraction of the concepts. 

During the construction of the corpus of the project, for 
each keyword we put definitions in dictionary form. So for 
each word we create a corresponding synonym set. 

Our system can automatically classify messages based on 
phases knowledge, by indicators of the interactions model 
analysis of learners in the online discussion forum using 
Word2Vec method. A vector space model involves two steps: 
the creation of term weights and cosine similarity. 

The algorithm for extracting the key concepts of the 
discussion forum parameterized by the cognitive phases of the 
IAM model is detailed below. 
 

ALGORITHM 1: Extraction Algorithm 

{Sd}= Set of  IAM model terms //Extracted by the TF-IDF 
measure 

{T}=Set of terms in the posted messages  

CC={ Set of concepts extracted in accordance with the phase} 

Syn_i={Set of synonyms} 

For each term ti in T 

For each Sdi in Sd  

Syn_i=find_SynonymSet(ti, Sdi)     //we use Word2Vec and 
by comparing the vectors //by 4      similarity with 
value 1 

If  Syn_i!={} 

CC={ti,Syn_i, phase} // addition of the corresponding phase 
to the vector of the                    

          //candidate concept which increases the 
semantics of the concept 

end if 

{T}={T}-Syn_i 

End for  

End for 

E. Algorithm for extracting semantic relations 

Earlier work extends and refines the semantic hierarchy, 
which is built manually using other resources (e.g., 
Wikipedia) [24]. However coverage is limited by the scope of 
resources. 

Several other works depend on lexical patterns, which 
suffer from deficiencies because patterns cover only a few 
small proportions of complex linguistic circumstances [25]. 

In addition, the similar distribution methods [26] are based 
on the assumption that the term can only be used in contexts 
where its hypernyms and hyponyms are used. 

This logic is effective in the case of extraction of named 
entities. However it is not rational in the case of massive data 
of web mining with broad semantics. In short, all these 
methods do not use words effectively in a semantic way. 

As the main components of ontologies, semantic 
hierarchies were studied by many researchers. Concept 
hierarchies are based on manually built semantic resources 
such as WordNet [27]. Some hierarchies have solid structures 
of high precision, but their gate is limited to grain concepts 
(e.g. "Ranunculaceae" is not included in WordNet). 

We have made the same observations, that almost half of 
the hypernyms-hyponyms relations are absent in several 
languages such as in the Chinese language which suffers from 
several deficiencies in its semantic thesaurus. 

Therefore, we will have a huge need for resources to add 
the resources manually built. For example the famous 
ontology YAGO [28] links the categories in Wikipedia to 
WordNet, but the scope remains limited to Wikipedia. 

All these limitations, in the extraction of semantic relations, 
led us to embed all words by Word2Vec. The words 
embedded [37] retain interesting linguistic regularities, 
capturing a considerable amount of syntactic / semantic 
relations. 

Taking the most salient example: v (king) - v (queen) = v 
(man) - v (woman), indicating that the offset vector present 
the common semantic relation between two pairs of words. 
We observe that these same properties apply to some 
hypernyms-hyponyms relations. 

The embedded offset vectors are computed between a 
sample of word pairs of hypertext-hyponyms randomly 
selected, and we measure their similarity [41]: v (shrimp) - v 
(prawn) = v (fish) - v (goldfish). 

We notice that the word can be linked to its hypernyms by 
using the offset vectors of words embedded. However, the 
difference between "carpenter" and "laborer" is distant from 
the offset between "gold fish" and "fish" , "Indicating that 
hypernym and hyponym relationships, are more complicated 
than offset processing. These remarks are also valid for all 
types of relationships: meronyms, synonyms, antonyms,..etc . 

Our proposal in this article consists in transforming the 
words of the posted messages, enriched by the TF-IDF 
features, and the level of the construction phase of the 
knowledge, and then we will make use of the machine 
learning method of SVM [42], in order to retrieve the 
semantic relations between the concepts extracted from the 
text. 
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SVM [42] is a classification method that is particularly well 
suited for processing massive data such as text and images. 

The support vector machines (or separators wide margin) 
are a set of learning techniques to solve problems of 
discrimination, that is to say, to decide which class a sample, 
or regression,  and to predict the numerical value of a variable. 
In our case study we will extend our relations to include the 
relations meronym, synonym, homonym, etc. 

Within the SVM, the inclusion of non-linearities in the 
model is by the introduction of non-linear kernels, which is a 
projection to a new dimension, however the use of kernels 
does not fundamentally alter the nature of SVM [43]. 

This kernel is a function F that associates with any pair of 
observations (X, Y) a measure of their "reciprocal influence" 
calculated through their correlation or their distance. Typical 
examples of kernel are polynomial kernel. 

In our case study, the SVM method will take as a core the 
measure of similarity between the enriched word vectors, by 
the method of “Extended Gloss Overlaps as a Measure of 

Semantic Relatedness” [44]. 
Concepts are commonly represented by a dictionary of the 

meanings of words. Each of them has a definition or glossary 
that briefly describes their meaning. Our measure determines 
the level of relativity between two concepts by counting the 
number of shared words (overlap) in the words describing the 
meaning of the concepts, as well as in the glossaries of words 
that are related to these concepts according to the dictionary. 
These related concepts are explicitly encoded in WordNet 
relationships, but can be found in any dictionary by 
synonyms, antonyms, references. 

This measure is based on a function that accepts two 
glossaries of the candidate words as input, finds the 
overlapping sentences of the glossary between the terms and 
returns a score. 

As an illustration, we suppose that a set of relations S = 
{gloss, hypernym, hyponym}, compose our set of relations in 
pairs = (gloss, gloss), (hype, hype), (hypo, hypo), (hype, 
gloss), (gloss, hype)} then the relativities between sets of 
synonyms is calculated by the following formula: 

 

 
 

The function of relatedness [44] accepts as input two 
glossaries, find the overlapping sentences between them and 
return a score. 

Since in our case we are with several types of relations and, 
the distance between 2 vectors word2vec is between -1 and 1, 
we opt for the creation of a multitude of class, so we will have 
k classifiers to classify the word pairs. 

F. Multi-class SVM for classification of semantic 
relations 

The methods of the multi-class support vector machines 
[45] reduce multi-class problems to a composition of several 

two-way hyper planes to draw the decision boundaries 
between the different classes [11]. These methods decompose 
the set of examples in several subsets each representing a 
binary classification problem. For each problem, a separation 
hyper plane is determined by the binary SVM method. 
Multi-class SVMs are distinguished by two approaches: 
One-on-One (1vs1) and One-on-All (1vsR). In our case 
studies we opted for the approach of One against all (1Vs 1). 
The One-on-One approach is a special case of the 
decomposition methods populated by Dietterich et al. [29] to 
solve problems with several classes. This approach requires 

the construction of     SVM each 

separating a pair of classes  from those existing. During 
classification, an input vector x is presented to all built 
classifiers. The output of each SVM provides a partial vote 

concerning only the pair of classes . Considering 

that each SVM calculates an estimate  of the probability: 
 

 
 
Then the simplest classification rule can be written:  

 
Thus, we will build our ontology structure based on the 

scores of the measurement distances between the different 
offset vectors of the word pairs. 
 

TABLE II: Classification of relations between vectors 
offset based on SVM multiclass 

Concept
sCandid

ats 

Distanc
e with 
offset 
C1-C3 

Distanc
e 

Betwee
n  

C1-C4 

  
Distance 
between 
Cn-Cm 

Class of  
relations 

Offset 
C1-C2 

     hypernym 

Offset 
C2-C3 

     Meronym 

Offset 
C3-C4 

      

       

       

       

Offset 
Ck-Cl 

     Synonym 

 

Avec . 
According to Table 2, we construct for each relationship type 
classifier (hypernym, hyponym, meronym, etc ...). 
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G. ontology enrichment by new concepts 

In this phase, we enrich our ontology, by designing an 
enrichment algorithm based on multi-class SVM and the 
relation of relativity between concepts. We introduce 
enrichment algorithm by adding new concepts:  
 

ALGORITHM 2: Extraction Algorithm 

Input: 1 sentence , Word_target W 
  
Output= {list of concepts and relations} 
 
W   tokenization + elimination of word space + POS 
tagging + lemmatization 
{list of words} 
 
For each Wi  
 
Ci  set of the context of the word with a window of 4 words 
surrounding   
 
Vector(ci)  Word2Vec (context of Ci)  est {C1,C2,C3, …} 
 
Result_concept_link={empty} 
 
Link concept  
 
if Wi exist in {onotlogy} so exit  
 
Score= get_Relatedness by SVM multiclass   
  
 Result {concept,link} + Result 
 
Reurn Result 
End for  
End 

V. RESULTS AND PERFORMANCE EVALUATION 

In order to make a best experimentation of our automatic 
extraction system, we will use a MOOC forum of our system 
in Mohammadia School of Engineering. 

 The Input of our system is composed of messages and 
threads exchanged during the classes of a course, which have 
been treated initially in first time. 

In the phase of pre-treatment, we will reach a file with the 
candidate concepts. 

Our main purpose is the creation of a knowledge ontology 
based on four levels.  Hence our automatic extraction system 
will produce a key concepts and semantic relations between 
them.  

The automatic extraction system considers the five phases, 
as rules for the qualification of the actor’s knowledges. The 
rules are the five phases of the analytical Model of 
interactions.  
Subsequently, we will define tree category of actors based on 
their knowledge classification by the system. Each category of 
learners depends on the phases of knowledge reached.  
Hence we can classify the messages according to the phases 
defined in the interaction analyses model:  
 

TABLE III: classification of the messages 

Category Phases 
Number 

of messages 
Category 1:  Advanced 

 
 
 
 
 
 

Phase 1 4000 

Phase 2 2000 

Phase 3 2000 

Phase 4 1000 

Phase 5 200 

Category 2: 
intermediate 

 

Phase 1 5000 

Phase 2 2000 

Phase 3 1000 
Phase 4 100 

Category 3: 
beginners 

Phase 1 2000 

Phase 2 1000 
Phase 3 100 

According to table III, the majority of learners reach the 
tree first phases as seen by the number of messages classified 
in those categories: Shares and Comparisons, Dissonance, 
Negotiation & Co-Construction.  

The number of messages classified in the phase 1, 2, 3 is 
19100 messages posted, and present 93 % of the total 
messages which is a good indicator of communications 
between learners and sharing ideas and thoughts. 

the numbers of messages classified in phase 4 is 1100 
messages which present 5 % of all messages posted in MOOC 
forum. This small number reflect the poor number of learners 
in the Testing Tentative Constructions phase.  Hence, learners 
can’t test the knowledge constructed in the first three phases. 

The same observation for the phase 5, we notice the weak 
number of messages posted, which present 1% of all 
messages. We can conclude that a few learners in this MOOC 
course has construct a new knowledge and assimilate them. 

On the other hand, we notice that category of advanced 
learners sends most messages in the MOOC forum, and reach 
the fifth phase of construction knowledges process with 45% 
of messages posted. 

Furthermore, the second category is the intermediate 
learners which they reach the fourth phase, so they have the 
ability to test the new knowledges in real case.  

The percentage of the messages posted by this category is 
important and positioned around 40%. The rest of the 
messages belongs to the beginners. 

In addition, the advanced and intermediate have the big 
impacts on the construction knowledge process so they are 
more influencers than beginners. Hence they reach the phase 
four and five of the analysis model. 

VI. CONCLUSION  

In this article we have opted for the use of the interaction 
analysis model in a MOOC discussion forum, in order to 
represent the knowledge constructed by the learners. 

A discussion forum in a MOOC environment is designed as 
a complement to the course and not just a tool for sharing and 
exchanging information. This article discusses the interest of 
online discussion forums in a MOOC, and analyzes the 
exchanges based on a message interaction model. 
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This model classifies the knowledge construction process 
in five cognitive building levels. Based on this approach, 
learner messages can be classified using similarity measures, 
by combining the TF-IDF method, with the Word2Vec vector 
representation. 

Thus an algorithm was proposed, which focused on the 
extraction of concepts in a learning forum and the 
classification according to the abstraction levels of the IAM 
model. 

Then we use the method of Machine Learning SVM, for the 
extraction of the semantic relations between the different 
concepts, in order to build our ontology by cognitive level. 

Then we proposed a second enrichment algorithm of our 
cognitive ontology by new concepts extracted from the new 
messages posted. 

However, online discussion forums in a MOOC 
environment generate massive data, which leads us to analyze 
these data by Big Data techniques [46] such as Map Reduce 
algorithms [47], SPARK ML [48]. 

In addition, we will exploit in our next work, the algorithm 
LSTM [49], for a better optimization of the data. 
Another aspect that will be dealt with in our next work, which 
is very important, is the sentimental analysis of learners [50]. 
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