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Abstract: The process of deriving useful and knowledgeable
information from enormous quantity of data is Data Mining.
During mining procedures, handling of the sensitive data has
become important to protect data against illegal attacks and
malicious access either during transmission or at rest.
Association rule algorithm is one of the rule extraction
techniques. Therulesdetermined are either to be transferred over
the public networks or to be rested for further use.The main
objective of the Field Level Security of the Sensitive Data in
Large Datasets is to extract the strong association rules from the
large data sets and the outcomes are crafted to conceal the
sensitive data. The datasets and the association rules involving
the attributes with relationships and dependencies are modified
through several approaches and to see that no sensitive
association rule is derived from it!¥. Privacy preservation of the
sensitive association rules in large datasets is to provide secrecy
for the sensitive data. Presently, it has become quite important to
safeguard the privacy of the users’ personal data from
unauthorized persons. The usage of association rules in
voluminous datasets has emerged to be advantageous to
organizations 2. In this paper, we present a novel approach
which is applied for hiding sensitive association rules by utilizing
the techniques of compression, encryption method ology on the
original dataset, providing dataset with better immunity.
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I. INTRODUCTION

The method of extracting helpful knowledge from massive

amounts of facts is Data mining. Knowledge had to be
crafted in such away that the data is not extracted using any
of the techniques of data processing. For extracting out the
knowledge and the interesting patterns, a number of
procedures are used, depending upon the domain of the
application and the kind and granularity of the data
contained in the raw form. Unlike the conventiona way, the
data for mining is staged a multiple locations
geographically and remain in the distributed architectural
model. The mined information from one stage is to be
transferred to the other locations for integration and
subsequent mining procedures.
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While handling sensitive data, it becomes important
tosafeguard knowledge against unauthorized access while
being transferred. The likely result of the this sorry state of
affairs ends up in the analysis of sensitive data concealing in
information [ for malicious purposes. The increased
facility of storing the personal data of the users using
advanced agorithms has led to the necessity of privacy
conservation. Varieties of techniques are advised in recent
years so as to perform privacy conserving data processing.
Sensitive data is identified and hidden using many
algorithms, namely, heuristic algorithm, borderbased
approach, etc. These agorithms provide only a single level
protection from hackers!?- In this paper, the Section 2
discusses about the Association Rule mining methodology
and the related popular approaches and tools to address the
same. In Section 3, the system model for the Field Level
Security of the Sensitive Data in Large Datasets is
discussed. In Section 4, the agorithmic procedures are
elaborated for implementing the security measures on the
sensitive data to be transmitted over the public networks.
The experimental results are detailed in the next section. In
the section 6, the conclusions and future scope are
mentioned.

I[I. ASSOCIATION RULE MINING AND
APPROACHES

Association Rule Mining (ARM) is a method to produce
frequently occurring patterns and to determine the
correlations or causal structures among the data itemsets in
data repositories bearing the variety of data structures to
represent the real- world data. It is used to discover unique
and useful pattern from enormous volume of data
R.Agarwal!¥ in 1993 has found the technique of data
mining.

Suppose itemsets  are

P={p. P,...... p,} ad the
transaction sets are M ={m, m,,....,m}. Unique id is

assigned for every transaction. Any transaction say
m, | j=[1..1] contain the combination of one or more

items p, |i = [L..m] from the itemset P.

Let the implication A= B be the association rule, where
A and Bare the subsets of itemset in Pand ANB=0.
In the association rule, A= B, the A is called as the

antecedent and B is the consequent. Although a large
number of above mentioned implications
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Fig.1. Association rule mining

emerge, only few of them remain realy interesting and
potentially of use. The interestingness measures that are
considered for determining the potentially significant rules
are the support and the confidence parameters.The criteria
for establishing the rule as potentialy of use and novel are
that the implication has to surpass minimum support
threshold, min_ sup_threshold, as well as the minimum

confidence threshold, min_conf _threshold. The
prerequisite to be observed for declaring the implication as
frequent is the condition:

Support (A= B)> min_sup_threshold
where the min_ sup_threshold is the proportion which
isdefined as! Support (A= B)=|AnBJ|/|N].

The | A~ B |isthe number of total transactions in database
containing the itemsets A and B both.

The second interestingness measure to pronounce the
implication of the frequent itemset as the strong association
ruleis the condition:

Confidence(A= B) > min_ conf _threshold
where CONfidence (A= B)=| AN B|/|A|.
| A| denote the number of total transactions contained in

the database N that have the itemset A. A rule A= B is
said to be a strong association rule if both the conditions are
exercised.

A. Apriori Algorithm

The Apriori agorithm is the popular technique to find the
frequent itemsets from the transactional dataset, the first step
towards finding the strong association rules. This algorithm
works by finding the repeated itemsets with respect to the
min_sup_threshold, from the Nand thereafter
increasing the length of the itemsets by one in every
subsequent iteration. All the itemsets which are repeated be

(k-1) has k-itemsets that are frequent are superset. The
following shows the generation of candidate using Apriori.™

Weka is a standard tool which is used to perform agorithms
based on machine learning techniques. This may include
data cleansing, data transformation etc.[6]

1. FIELD LEVEL SECURITY OF THE SENSITIVE
DATA IN LARGEDATASETS

The proposed system for imposing Field Level Security
of the Sensitive Datain Large Datasets uses an a gorithm
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C, : Candidate item set of size k

L, : frequent item set of size k

L, = {frequent items} ;

C,-, = candidates generated from L, ;
for each transaction t in database do
increment the count of all candidates |
Cy+; that are contamed m t
L., = candidates in Cy.; with min_support

end

Fig.2.Apriori Algorithm

that conceal the sensitive association rules by majorly
following the two step process:

a.  Encryption of sensitive data.

b. Compression of the dataset.
Initialy, the sensitive data is identified from the original
data and the association rules are generated. The data
emerged in the association rules are mapped to the fields
identified as sensitive are further encrypted to conceal
their confidentiality. Furthermore, the additional step of
compression is applied to lower the load of transmission
among the low configured devices and networks. This
compressed file is shared through open network. This
makes attacker difficult to extract the origina data, as it
isin the encrypted and compressed form.

IV. SYSTEM MODELING OF THE FIELD LEVEL
SECURITY OF THE SENSITIVE DATA

The architectural design of the system is modeled by

subdividing the system into the following tasks:

a. Datapre-processing

b. Identification of the sensitive data

¢. Encryption of the sensitive data

d. Conversion of information representation from

numerical to nominal

e. Generation of strong association rules

f. Compression of the encrypted association rules.
The series of tasks is diagrammatically presented in the
Fig.3. The outcome is the compressed file which isto be
shared with the authorized receiver over the public
channel.
The dataset for the illustrative purpose is chosen from
the medicarewebsite”. This dataset is initially
preprocessed using the methods in the WEKA tool. The
sensitive data is identified from the preprocessed data.
Sensitive data columns are encrypted using the
encryption technique.® The Apriori algorithm used for
the generation of association rules from WEKA is
following a precondition for the format of the inputting
data to be only in nominal form. Conversion of the data
representation from the dissimilar form to the nominal
formis performed.

Published By:
Blue Eyes Intelligence Engineering
& Sciences Publication



OPEN 8ACCESS

Choose Large Dataset

Y

Pre-process the Dataset

Y

Identify sensitive data

v

Encrypt identified sensitive data

Y

Convert numeric data to nominal
data

Y

Generate association rules

Y

compress encrypted association
rules

Fig. 3. Architectural Design
The compression is applied so as to further strengthen
the confidentiality feature of the association rules to be
shared across.

V. ALGORITHMIC AND EXPERIMENTAL SET-UP

The following a gorithms are implemented to achieve the
preprocessing, conversions, encryption, generation of
strong rules, and compression techniques. The MD5
agorithm is used to encrypt the sensitive information for
sharing.
Algorithm Integration
Begin

1. Create object for replacemissingvalues

2. Create object for hash_col_en

3. Create object for csv2arff

4. Create object for num2nom

5. Create object for apriori

6. Create object for compression

End

Algorithm ReplaceM issingValues”
Begin
/lInorder to replace any null values present in the source file
/lwith maximum value of the field, we use a method from
/IWEKA and saveit asCSV file.
1. Acquiresthe source file path and reads the file.
2. Applies ReplaceMissingValues() method from
WEKA /lreplaces the null values with the
maximum values.
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3. Save it as a file in CSV format by giving a
destination.
End

Algorithm hash_col_en!*”

Begin

/IThe separated sensitive fields are encrypted and amended
/Ito the original file.

Acquires the source file path and reads the file.
Splits the sensitive columns and savesiit as text.
Create MessageDigest instance for MD5

Add input text bytes to digest.

Convert these bytes to hexadecimal bytes.

Get complete hashed text in hex format.

Replace the original valuein the file with obtained
value.

NookwdhpE

End

Algorithm csv2arffi*Y
Begin
/[Convert CSV file format to Arff format
1. Load aCSV fileusing CSVLoader from WEKA.
2. Savethefile as Arff using ArffSaver from WEKA.
End

Algorithm num2nom!*?
Begin
/[To convert numeric data to nominal data.
1. Load the Arff file which was saved earlier.
2. Call NumericToNominal() //converts numeric data
to nominal data.
3. Savetheresultant file as Arff using ArffSaver.
End
Algorithm apriori*®
Begin
/IThe associations are built by calling the Apriori
1. Load the Arff file which was saved earlier.
2. Call Apriori() to buildAssociations.
3. Saveittoafileto view.
End

Algorithm compression™!

Begin

/IWriteto afile.
1. Load thefile which was saved earlier as an

InputStream.

2. Use DeflaterOutputStream(destination file)
3. Writeitto afileto view.

End

VI. EXPERIMENTAL RESULTS

The partial input, taken from online source!”, represented
with the screenshot in the Fig.4 is subjected to the
mentioned series of the cleansing, conversions, encryption
and compression techniques using the algorithmic
implementation as described in the Section 5.
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Fig.6. Conversion of numeric datato nominal data

Firstly the data is preprocessed and the sensitive columns

Fig.4. Screenshot of partial dataset

are encrypted as shown in the figure below.

Then the best rules of association are generated using
Apriori algorithm.
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Fig.7.Screenshot of the generated Apriori rules

The generated rules are then compressed and sent to the
receiver via open network. This encryption followed by
compression technique makes the hacker difficult to hack.

Then

Fig.5.Screenshot of the encrypted columns

it is checked whether the encrypted file has any

numeric data, if detected it is converted to nominal data.
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Fig.8.Screenshot of the compressed file

VII. CONCLUSION AND FUTURE SCOPE

Privacy preservation of the sensitive association rules in

large datasets is achieved to provide secrecy for the sensitive

data. The system proposed makes the data more secure and
display only required information excluding the sensitive
data for the third party which makes it difficult to hack.

Every system may not meet all the requirements of the user

as the requirements of the user changes as he uses the

system.

Further improvisations to this system are:

1. Security can be improved using latest encryption and
compression techniques based on the future security
issues.

2. The minimum support as well as the minimum
confidence can be made customizable to the user™
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