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    Abstract: Detection of Human is a vital and difficult task in 
computer vision applications like a police investigation, vehicle 
tracking, and human following. Human detection in video stream 
is very important in public security management. In such security 
related cases detecting an object in the video, sequences are very 
important to understand the behavior of moving objects which 
normally used in the background subtraction technique. The 
input data is preprocessed using a modified median filter and 
Haar transform. The region of interest is extracted using a 
background subtraction algorithm with remaining spikes 
removed using threshold technique. The proposed architecture is 
coded using standard VHDL language and performance is 
checked in the Spartan-6 FPGA board. The comparison result 
shows that the proposed architecture is better than the existing 
method in both hardware and image quality. 

Keywords: Adaptive Threshold, Background Subtraction, 
FPGA Implementation, Human Detection, Modified Median 
Filter.  

I. INTRODUCTION 

In today’s trendy life the protection is ought in each field, 

which will increase the need for video processing algorithms. 
Video-based investigations normally require human 
supervision to detect the required evidence from any video 
frames and also it’s very useful in several digital image 

analyses. Moving object detection [1] in video police 
investigation systems is an important part of security 
applications. The goal of human detection is to detect the 
person that is having some motion in a video with same 
background. The moving object detection technique helps in 
distinguishing the kind of the objects within the path for 
artificial intelligence applications that results in more 
selections on the trail designing. In increased reality, the 
video information is used in any of the ways on a live 
platform, which is utilized and accustomed to tracking the 
interesting objects. This may even be accustomed to counting 
the number of persons within the crowd or in the interloper 
region. There exist several techniques for human detection 
through motion comparison. Background Subtraction method 
is one of the very important techniques to observe the moving 
objects. During this methodology the segmentation  
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of objects is completed by exploitation of subtraction. In 
police video investigations related to the borders across the 
countries, quicker transmission and fewer information 
measures becomes crucial issue for information transmission. 
Background Subtraction helps in dividing the object/person 
of interest by removing the background that more reduces the 
information measure information.  
This info is more transferred at an awfully quicker rate 
through closed-circuit television. 
Contribution: In this paper, we proposed a novel hardware 
employment of object/human detection based on background 
subtraction technique. The video frame data is processed 
using modified median filter and Haar transform. The region 
of interest is extracted by means of background subtraction 

algorithm using adaptive threshold technique. 
Organization: The rest of the paper is organized as follows, 
literature review of existing methods of face recognition is 
given in section 2. The proposed architecture is deliberated in 
section 3. The results and performance analysis is discussed in 
section 4. The final concluding remarks are given in section 5. 

II.  LITERATURE SURVEY 

Mahesh Pawaskar et al., [1] proposed object detection using 
background subtraction technique. The main technique used 
in this paper is morphological operation. To remove noise 
effectively the morphological operation is used and the 
architecture is implemented on real time embedded systems. 
In case of noisy input Gaussian filter with 3x3 masks is used 
which shows good accuracy of detected image. Megha and 
Patil [2] proposed FPGA architecture for motion detection 
present in video frames using background subtraction 
technique. To obtain the total positions in X-Y coordinate the 
subtraction of the current frames from the background frame 
is performed. These positions are used to locate the center of 
the object in X-Y coordinate system. The design was 
implemented on Spartan-3 FPGA. Pawan and Saraoha [3] 
conducted survey on various existing tracking system and 
object detection for video surveillances. In this paper, 
implementation and comparison of all techniques in 
MATLAB software are presented with the explanation of the 
various problems present in the existing algorithm. Nitya et 
al., [4] proposed a moving object technique from video 
sequences. In this paper the authors proposed a technique for 
object detection, separating the background moving object 
directly from video frames, where the objects are detected,  
that reduced the needs of background frame. The 
disadvantage was the algorithm was complex and unsuitable 
for real time high speed applications.  
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Ling and Wentao [5] proposed moving human detection and 
tracking from real time video sequences. In this algorithm 
authors presented a technique for proper detection to remove 
the shadow present in the video frames. From the video 
frames this way they are able to generate improved 
background image and it will help to detect the movement 
very accurately. Amandeep and Monica [6] perform a review 
on various types of techniques available for moving object 
detection with advantages and disadvantages of existing 
moving object detection techniques. The authors conclude 
that only background subtraction algorithm does not need a 
large amount of extra hardware and for real time hardware 
processing it makes the implementation of the algorithm 
inefficient. Anuradha et al., [7] proposed moving object 
detection based on local value changes occurs in the video 
frames due to the movement of the object. In the video frame, 
the proposed algorithm calculates the regions of changes 
inside one image and for each corresponding regions, it 
calculates separate adaptive threshold values. This process 
lacks in detection accuracy and to correct the detection 
process the author added entropy based processing. The 
disadvantage of this algorithm is high complexity in the 
architecture which makes it unsuitable for VLSI 
implementation. 
Masayuki and Tomaso [8] proposed object detection based on 
contour present in an image. To develop the algorithm Optical 
flow based on gradient calculation is mainly used. The 
authors perform the optical flow based on different contours 
to increase the accuracy. These contours are calculated by 
normal clustering method. This technique can detect object at 
high rate and makes it suitable for real time applications. 
Alessandro and Stefano [9] proposed a new moving object 
detection which can operate on heterogeneous conditions. 
Real time embedded system components are used to 
implement the algorithm. The whole image is divided into a 
large number of small sub-parts to reduce the hardware 
requirements. Oussama Boufares et al., [10] proposed object 
detection based on background subtraction and adaptive 
threshold technique. To detect the object from video frames 
background subtraction is used. The stationary discrete 
wavelet transform is used to compress the image using 
Kalman filter algorithm, which able to trace back the moving 
object directly in video frames. Viola and Jones [11] 
proposed an algorithm for real-time object detection. The 
algorithm is based on decision and learning-based. For 
learning purpose, some initial frames must have fed to the 
system which will increase the detection accuracy. The 
hardware architecture design is difficult, due to which the 
statistical methods were used in this case. The whole frame is 
used for searching some predefined objects present in the 
frame. 

III.  PROPOSED ARCHITECTURE 

 The proposed hardware architecture is used to detect the 
human from video frame is shown in Figure 1. The Video to 
frame conversion block is used to convert the video into a 
finite number of frames. These frames and foreground image 
are converted separately into a format which is suitable for 
hardware processing. The high frequency components present 

in each frame is reduced by the Modified Median Filter block 
which is then compressed by the Modified Haar Wavelet 
Transform block by considering LL-Band only. At the same 
time, the Adaptive thresholding block is used to calculate the 
appropriate threshold values using adaptive calculation 
method. The human is detected using the Modified 
background subtraction block which detects many unwanted 
objects present in the frame. These unwanted objects are 
removed by the thresholding block with the help of Adaptive 
thresholding block. Despite some of noises present in the 
processed frame will then be removed by the Modified 
Median Filter block to get proper output whose background is 

changed by Negative Transformation. 
 

 
Fig.1. Proposed Architecture for Human Detection 

A. Video to frames conversion 

Any video file cannot be processed directly and hence it 
is essential to convert it into a finite number of frames. The 
video to frame conversion block is used to perform this 
conversion through the video processing toolboxes present in 
MATLAB [12] tool. The video to frames conversion is shown 
in Figure 2 and a sample frames of video is given in Figure3  

 
Fig 2: video to frames conversion 

 

 
Fig 3. Samples of video to frame conversion 
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B. Pre-Processing 

The video frames are not directly suitable for hardware 
processing. As a result, it is needed to process the frames to 
make it suitable for hardware processing. In this architecture, 
the Pre-processing block is used to convert the color frame 
image into gray format and resize the frame image into a fixed 
uniform standard size of 256x256. 

C. Modified Median Filter 

 It is mainly used to minimize the salt and pepper noise 
present in any image. In our cases great amount of light 
intensity variations of each actual and background images 
introduced similar effects in the detected object. To reduce 
this effect, the Median filter is used before feeding the input 
pictures to any process block. To get optimum filtering, 3x3 
mask is used to implement the Modified Median Filter block. 
The hardware architecture to generate 3x3 overlapping 
window of input image of size 256x256 is shown within the 
Figure 4. 

 
Fig. 4: 3x3 Moving Window Architecture [13] 

The pseudo code is used to build the Modified Median filter is 
given in Table 1 which accepts nine inputs from Moving 
Window Architecture in overlap manner and generates 
median value 

Modified Haar DWT: 

It is a Discrete Wavelet Transform (DWT) and generates four 
sub-bands namely LL, LH, HL and HH respectively. Among 
those bands, only LL-Band consists of most of the valuable 
information of that image and the noises are in the remaining 
bands. Also the size of each band is half of the original image 
size in both directions (i.e., horizontal and vertical) 
respectively. This makes the DWT is suitable for image 
compression also. In this paper, the DWT is used to compress 
each frames of any video, which reduces the storage space and 
processing time. The Haar DWT [12] is the simplest of all 
wavelet which is used for compression. For this 
implementation, image matrix is converted into vector and 
separable Haar DWT is used for which L-Band equation is 
given in equation as 

               (1)                                                   

 
Fig 5: 3x3 Moving Window Architecture [12] 

 
The architecture of 1D-DWT is given in Figure 5, where 
Carry Lookahead adder and Shifters are used to get optimum 
hardware architecture. Normally Ripple Carry adder is used 
in most of the cases for implementing addition operation 
which wok's fine for smaller number of bits, but for higher 
bits, the total delay propagation time increases, which reduces 
overall speed of the architecture.  

Table 1: The pseudo code of Modified Median filter 
To avoid this problem, Carry LookAhead adder [15] is 
commonly used, which reduces the propagation time with 
small area overhead. The equations for Carry LookAhead 
adder [15] is given in equations 2-5. 
 

          (2) 

                 (3) 
The Sum and Carry equations are then 

            (4) 

                                          (5) 
 
The diagram of 4-bit Carry LookAhead adder is shown in 
Figure 6. 

 
Fig. 6: 3x3 Moving Window Architecture [15] 
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By using this 1D-DWT, the architecture of 2D-DWT is built 
[13] which is shown in Figure 7 

 
     Fig. 7: 2D-DWT Architecture for LL-Band [13] 

E. Modified Background Subtraction 
The compressed foreground and background images from the 
output of respective Haar DWT block is fed to the 
background subtraction block which is used to remove the 
background objects. This is mainly done by using subtraction 
operation as given in equation 6 

            

                     (6) 
To optimize the hardware architecture, Carry Lookahead 
adder is used which is given in Figure 8. 

 

 

        Fig. 8: Modified Background Subtraction 
Architecture 

F. Adaptive Threshold  

The Modified Background Subtraction block cannot remove 
all background components present in the frame. As a result, 
the thresholding block is used which needs some value to 
compare and remove the background components. To get 
better result, it is necessary to calculate the value in dynamic 
manner instead of static manner. The adaptive threshold block 
is used to calculate this value depending upon both 

foregrounds and background frames. The equation of the 

Adaptive Threshold [16] are given in equations 7 and 8. 

                  

    (7)   

 

                  (8)       
                                                              
 

Pseudo Code 1: Modified Median Filter 
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Where, Pa0 ,Pa1, ……Pax are the background pixels. 
Pb0, Pb1, ……Pbx are the actual pixels. N and M are the total 
image dimension in matrix format. The modified architecture 
[13] is used to generate the adaptive threshold value is given 
in Figure 9 which consists of Vedic multiplier, carry 
lookahead adder etc.                                             

 

Fig. 9: Modified Adaptive Threshold Calculation 
Architecture 

Normal multipliers are usually requiring large amounts of 
hardware resources and also slow down the overall design 
speed. To overcome this problem, one of the multiplier 
architecture available from ancient Vedic mathematics which 
is known as Vedic multiplier is used in this paper. Normally 
Vedic multiplication is divided into Urdhva Tiryagbhyam 
Sutra and Nikhilam Sutra multiplication techniques. Among 
those Urdhva Tiryagbhyam Sutra gives optimal hardware 
utilizations which is widely known as Urdhva multiplier [17]. 
To optimize the hardware utilizations, Carry Lookahead 
adder architecture is used instead of normal adder which is 
shown in Figure 10 for 4x4 Modified Vedic Multiplier. The 
architecture presented in Figure 11 is used to build 8x8 
modified Vedic multiplier. 

 
Fig 10. Hardware Architecture for 4x4 Modified Vedic 

Multiplier 

 
                                                                                                   
Fig 11. Hardware Architecture for 8x8 Modified Vedic 

Multiplier 

G. Thresholding 

The resultant image generated by the Modified Background 
Subtraction consists of various unwanted distortions which 
occur due to various reasons such as light intensity variations, 
camera focusing issues and algorithmic problem etc., which 
are removed by this block. The mathematical model is given 
in equation 9 and is implement using normal comparator 
circuit [14].  

 
                                                      (9) 

   H. Negative Transformation 
The images are generated by the Modified Thresholding 
block consists of dark background which makes it difficult for 
the viewer to recognize the object. As a result, Negative 
Transformation is used to get the negative of the processed 
image whose background is white. The equation for this 
transform [12] is given in 10 and the regular and its 
corresponding negative image is as shown in Figure 12. 

   (10)    

   
Fig. 12: Negative Transform result 
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IV. RESULTS AND EXPERIMENTAL ANALYSIS 

A. FPGA Implementation 

The proposed architecture is implemented on Digilent 
ATLYS FPGA board where standard VHDL coding is used to 
code the architecture and System Generator tool with the help 
of compatible XILINX and MATLAB tools. Table-2 shows 
the hardware utilization of Median filter, Adaptive threshold, 
Modified Background subtraction and moving object 
detection with area consumption in terms of hardware 
parameters such as number of slices, flip-flops, LUTs and 
DSP48Es. 

Table 2. Hardware utilization of proposed method 

The object detection result of proposed method is as shown in 
the Figure 13. It is clearly seen that; the object/human being is 
very clearly observed with the proposed background 
subtraction technique. This can be used to detect any object in 
an image or video frames effectively.   

 
 

 
Fig 13. Proposed object detection result 

 
B. Comparison of proposed method results with existing 
method: 

In this section the planned design is compared with existing 
method to ascertain the performance. The detected image 
quality of proposed and existing moving object detection 
technique is shown in Figure 14. It can be seen clearly that the 
moving object detected by the existing technique [13] is not 
very clear for proper understanding, whereas in proposed 
technique, an object visibility and understandability is proper 
 

Foreground 
Image 

Background 
Image 

Sateesh 
et al. [13] 

Proposed 
Method 

    
Figure 14. Image Comparison of existing and proposed 

method 
The hardware utilizations of proposed moving object 
detection architecture is compared with the architectures 
presented by Sateesh Kumar et al. [13], and Susrutha Babu et 
al., [19] are shown in Table 3. It is seen that the proposed 
architecture requires less hardware than the existing 
technique. It is confirmed that, the proposed technique is 
superior to the existing technique in terms of hardware 
utilizations and the quality of a detected object. 

Table 3: Hardware Utilization Comparisons of 
Moving  Object Detection 

Parameters 
Sateesh  
et al., [13] 

Susrutha 
Babu  
et al.,[19] 

Proposed  
Method 

Slice Registers 365 409 289 
Slice Flip-Flops 90 269 65 

V. CONCLUSION 

In this paper, the novel hardware architecture of human 
detection using a background subtraction technique is 
proposed. To detect the human presence in any video frames 
we use the background subtraction technique, but this 
technique alone cannot be able to produce good quality of 
detected images. The filter wavelet and thresholding blocks 
are used to reduce hardware utilizations. The complex 
internal architecture is replaced by an equivalent hardware 
architecture using basic gates, which reduces the total 
hardware requirement and increase frequency. The 
comparison of the proposed method results with the existing 
method validates the superiority. In the future, the proposed 
method can be implemented using Open CV and appropriate 
hardware. 
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