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Abstract: There is a strong trend towards cloud technologies in 

the SME(Small and Medium Enterprises) sector, largely due to 
cost reduction, capex availability, and sometimes by collaboration 
features. Now a days so many startup companies are getting 
emerged and for them buying the resources for one time usage it 
becomes more expensive so they are preferring to using the cloud 
services(SLA) to overcome all this problems. In Cloud computing 
it essential to check weather a resource is available for allocating 
or not and allocating the jobs for the clients request is the big task. 
There are many job scheduling algorithm already proposed by the 
researchers to implement in cloud environment. After studying 
there algorithm we have came up with the most effective job 
scheduling algorithm. It is totally depending on Size and Arrival 
time of the job. By implementing our proposed algorithm we can 
obtain the better optimal solution to improve the overall 
performance of the system and gives more effective results 
compared to other job scheduling algorithms. 
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Quality of Service, virtualization. 

I. INTRODUCTION 

Cloud computing provides the resources over the internet 
with pay as you go assessing. Here there is no need of 
purchasing and maintaining the physical data centres and 
servers. We can directly access the technology services, such 
as computing power, storage and database, on an as needed 
basis from a cloud provider like Amazon Web Services, 
Microsoft Azure etc. Here we can select the services which is 
required for our business and only pay to those services and 
use it for low operating cost, run your infrastructure more 
efficiently and scale as your business needs change. The 
services offered in the cloud computing are software as a 
service (SaaS), Platform as a service (PaaS),  
Infrastructure as a service (IaaS). Sometime it is referred as 
cloud computing stack because they are on the top of the 
other services like iaas, paas, saas.   
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Fig 1.1 Cloud Environment Overview 

 
In cloud computing for every client request for resources the 
provider provides the virtual machines so that the operator 
can use the resources from the back of beyond. To develop 
the job scheduling algorithm we should consider various 
criteria like resource utilization, cost, make span, user 
bandwidth, throughput etc. here I this paper we came with 
effective scheduling algorithm  to improve the recital of 
resource allocation to the user request. All the requests are 
considered as unit time and the needs are updated 
automatically for every unit time based on the algorithm we 
proposed. In the results it shows the effective utilization of 
resources in unit time. 

 
Fig 1.1 Proposed System 
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II.  RELATED WORK 

First work [1], They are dealing with the heuristic and ml for 
virtual machine allocation process  and linking  in terms of  
Qos, energy  consumption, network. Their result shows the 
24% improvement in servers to servers network and 
execution time. In Second Work [2], they have gone through 
the different job scheduling algorithm and taken the 
important aspects from different algorithm and built their 
machine to improve the runtime environment services. In 
third Work [3], They are estimating how many  virtual 
machines are required for the client requests with a unit time 
and how CPU, memory is requires is analysed. In Fourth 
Work [4], They used the genetic algorithm to ensure the 
performance and scalability of the system. Every  work has 
advantages and disadvantages with respect to performance 
and efficiency of the resource allocation. 

III. OPTIMIZED JOB SCHEDULING ALGORITHM 

We should consider various criteria while design the 
scheduling algorithm for cloud environment they are cost, 
resources utilization, make span, user bandwidth throughput.  
         In cloud for every clients requests per unit time is 
analysed. Here we are representing the job requests from the 
client as R1,R2,…,Rn and size of the job as the S1,S2,..,Sn 

and Arrival time of the job as A1,A2,..,An. Depends on the 
size of the job and Coming time of the job the job scheduling 
is taking place. All the requests for the  resources in unit time 
is considered as Rt.  
Now based on the size of each job the jobs are arranged in 
sequence order. If any two or more jobs having the same size 
then we will consider the arrival time of the job in some cases 
both jobs  can have the same size and arrival  time then as 
usual follows the FCFS process. After all the job are sorted in 
order the resources are mapped to the their request and each 
assigned is monitored whether the resource served the job or 
if it fails to request the SLA a server the job will be 
rescheduled again and allocate the available resource by the 
agent. 
Algorithm :- 
1 DO until all requests is completed Rn. 
2 Compare the size of each job and Sort accordingly. 
3 IF N[i] job size equals another job size. 
4 THEN  

compare the Arrival time of the 
  N jobs with same size 
5  IF N job with same size 
 THEN 
  It follows the FCFS method 
  All jobs pushed into queue. 
6 ELSE 

Based on the time pushed into queue. 
7 ELSE 
 Pushed based on the job size. 
8 Repeat for all N jobs in  queue. 
9  Get N[i] from queue. 
10  Request the scheduler to check for the resources. 
11 IF Resource is 
 THEN 
12  Allocate the Resource. 
 ELSE 
13  Go to [8] until All jobs 
14 End 
 

In the above mentioned algorithm the incoming request from 
client is taken as the inputs like Rq(x). Firstly we are sorting 
all the request based on size S(x) if m job having the same 
size then check the arrival time of the job based on the both 
constraints the jobs are enqueued into the queue once the 
queue is ready scheduler searches for the free resources and 
assign the resources to the job until all the jobs completed in 
queue.  

IV. EXPERIMENTAL SETUP AND RESULTS 

Cloud Sim is a framework made on java for designing and 
simulation of cloud computing infrastructure and services. It 
has a collection of classes representing the different features 
of the cloud environment. It models data centres, hosts, vm, 
cloudlets(Tasks).    
There are two main areas in scheduling one is allocation of 
processors to the vm(vm scheduler) and second one is 
submission of  cloudlets to the vm (cloudlet scheduler). To 
implement the proposed scenario we have to setup the 
cloudsim firstly in any of the java supporting IDE’s like 

Intellij, Netbeans, Eclipse.  
Then open the scheduler folder and create the new class and 
implement the base scheduler present in the cloud sim and 
make changes according to the proposed  algorithm and run it 
first it creates the data centre and in each data centre vm  are 
created with different id’s.  

 
Fig 4.1 CloudSim Overview 

 
Each vm created has it own CPU, RAM, Disk based on their 
size they comes under small(6 CPUS, RAM 6GB, Memory 
650GB), large(15 CPUS, RAM 10GB, Memory 1TB), Extra 
large(25 CPUS, 20GB, Memory 1.25TB) configuration of 
setup of vm with starting time and finishing time of the jobs is 
considered. 
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Fig 4.2 Results in Shared Memory 

 
 For every job it creates unique job id, task id, status of every 
job, Data centre, vm id, time to complete the job, starting time 
of the job, finishing time of the job, depth. At the end it shows 
the total completion time of the job. If any task has the fail 
status it will rescheduled by the agent. 

The algorithm proposed comes under the non pre-emptive 
scheduling, since we are not only focusing on the jobs which 
will be having some important like more value in binding at 
all. That will be taken for consideration in the future work. By 

applying our algorithm instead of the existing system, we 
could observe the improved  some efficiency in terms of 

completion of jobs and execution time. After applying our 
algorithm the simulation shows the performance 

improvement in scheduling when compared to the standard 
algorithms. By seeing both the output we can tell that our 
algorithm is taking the less finishing time compared to the 
previously proposed algorithm. By this we can say that my  

algorithm is working more effectively compared to the 
another algorithm.     

 
Fig 4.3 Results In Local Memory 

 

The above two output simulates the average utilization of 
resources and the process with different number of client 
requests. It clearly denoted that our  proposed scenario is 
boosting the performance of the resource utilization so that 
we can obtained the better performance improvement in over 
all scheduling process. 

V. CONCLUSION AND FUTURE SCOPE 

In this paper we are considering  two factors one is incoming 
job size and time of arrival time of the jobs. Based on this 
considerations some values assigned for each job. Initially 
smaller size job will be taken first it includes some special 
cases in such case if two or more jobs having same size then 
we will consider arrival time .this process will be repeated for 
n jobs. Based on the values generated the jobs are sorted 
accordingly &  stored into the queue. Jobs in the queue is 
taken one by one and allocate the resource if it is available. 
For the jobs same process is repeated until all the jobs are 
completed in the queue. At end we are achieving the 
improved performance in the scheduling process. 
     Future work we have to work on energy consumption in 
the cloud environment to improve existing mechanism and 
another one is performance when it comes to performance we 
are facing so many issues to work on it.   
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