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Abstract: Natural languages are ambiguous and computers are 

not capable of understanding the natural languages in the way 
people really understand them. Natural Language Processing 
(NLP) is concerned with the development of computational 
models based on the aspects of human language processing. 
Question Answering (QA) system is a field of Natural Language 
Processing that provides precise answer for the user question 
which is given in natural language. In this work, a MemN2N 
model based question answering system is implemented and its 
performance is evaluated with a complex question answering 
tasks using bAbI dataset of three different language text corpuses. 
The scope of this work is to understand the language independent 
and dependant aspects of a deep learning network. For this, we 
will study the performance of the deep learning network by 
training and testing it with different kinds of question answering 
tasks with different languages and also try to understand the 
difference in performance with respect to the languages 
 

Keywords : NLP, QA, Deep learning, MemNN, Memory 
Networks, MemN2N, End to End Memory Networks, RNN, 
LSTM, GRU, bAbI Tasks.  

I. INTRODUCTION 

Natural Language has very rich forms and structure which is 

very ambiguous. There are five main categories into which 
language ambiguities fall: syntactic, lexical, semantic, 
referential and pragmatic. Understanding of natural languages 
would be much more difficult which requires understanding 
both the word and the context to give the specific message.  
The ambiguity and vague characteristics of languages make 
NLP, difficult for the machines to understand [22]. The earlier 
NLP techniques based on statistical and machine learning 
techniques could not be able to handle these categories of 
language ambiguities and also fail to achieve good results in a 
typical NLP task. 
But, in recent days, the growth of deep learning networks and 
related technologies promising human level accuracy and 
efficiency in most of the NLP related tasks.  
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For example, most of the solutions and deep learning models 
for question answering systems are giving more than human 
level of accuracy. Deep learning networks are capable of 
providing a solution for a NLP task without the real 
understanding on the grammar and other aspects of the 
language. They simply learn anything from given examples. 
Deep Learning network can process multiple languages at 
once and can learn language independent model from the 
given text corpus. 
Memory networks are a new class model developed to solve 
the long term dependencies problem. In this work, we will try 
to study the language independent and dependant aspects of a 
deep learning network using the state of the art End to End 
memory network (MemN2N) model and evaluate its 
performance with different language text corpus. 
The first QA systems were BASE BALL (1961) and LUNAR 
(1972). LUNAR and BASEBALL were good at answering the 
corresponding domains. Question Answering era started in 
1999. Text Retrieval conference (TREC) made the challenge 
on Open domain question answering. Even though Current 
QA systems deal with simple factual questions, more system 
needed to answer complex questions. One such question is 
temporal question [7]. 
QA system can automatically and accurately answer the 
questions posed in natural language. The end user of this 
system is interested to receive direct answer to an information 
need. The sources of information for QA system are 
documents, audio, text, files or databases. The QA system 
may be broadly classified as Restricted Domain Question 
Answering (RDQA) and Open Domain Question Answering 
(ODQA). RDQA systems answer questions posed by users in 
a specific domain which rely on manually constructed data or 
some knowledge sources. ODQA focuses on answering 
questions apart from the subject domain which extracts from a 
large corpus of textual documents which may be 
semi-structured or unstructured [3]. 
NLP [20] is an Artificial Intelligence branch that makes the 
machines to read, understands and generates meaning from 
the human languages. This field of study mainly focuses on 
the interaction between computers and human languages. The 
process of understanding and manipulating language is 
extremely complex. This human-computer interaction enables 
real-world applications like automatic text summarization, 
machine translation, sentiment analysis, topic extraction, 
named entity recognition, parts-of-speech tagging, 
relationship extraction, stemming, and more. NLP is widely 
known for machine translation and automated question 
answering. NLP problems are named as an AI-complete 
problem.   
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It is very difficult to make computers to think and solve 
problem as human does. Strong-AI system performs activities 
more than human [1]. 
Deep Learning [21] is an artificial intelligence technology 
that replicates the structure and functions of the human brain 
in computing data and finding patterns during decision 
making. Deep learning can be considered as a branch 
of machine learning in Artificial Intelligence (AI) that has 
networks which has the potential to learn from unsupervised 
data which is also known as deep neural learning or deep 
neural network. Deep Neural Networks (DNNs) are networks 
where each layer can do complex operations such as 
representation and abstraction that make sense of images, 
sound, and text. 
It is a field which is based on learning and improving on its 
own. So far, neural networks were restricted by computing 
power and thus were limited in complexity. Nevertheless 
recent developments in technologies have evolved larger and 
convenient neural networks make computers to learn and 
react to complex situations faster than humans. Recently, 
Deep learning models attain good accuracy. Deep learning 
has given enormously promising results for various tasks in 
natural language understanding, especially on the subject of 
topic classification, sentiment analysis, and question 
answering and language translation. It can be used to solve 
any pattern recognition problem without human intervention. 
This work intends to evaluate the performance of the state of 
the art End to End memory network (MemN2N) model with 
different QA tasks and with different language/text corpuses. 
In this work, a MemN2N model based question answering 
system is implemented and their performance is evaluated with 
a complex question answering tasks using bAbI dataset. We 
will study the performance of training and testing with three 
different text corpuses with suitable metrics and try to find the 
difference in performance with respect to the languages in 
which the task is presented to the network. 
The paper is organized as follows. Section 2 explains 
state-of-the-art Memory Network models. Section 3 explains 
about the Modeling of general QA system. In section 4, the 
results are discussed based on the three different 
language/text Corpus From bAbI Dataset. 

II.  THE MEMORY NETWORKS AND END TO END 

MEMORY NETWORKS 

A. The Memory Networks (MemNN) 

In [6] the authors present a new learning model called 
memory networks with inference components and long-term 
memory component. This model used both the components 
effectively. 

There are four components I, G, O and R and a memory   mi. 
The work flow of this model is described as follows: 

 The input sentence is converted into an internal feature 
representation I (x). 

 The Generalization component adds new elements to 
the memory mi with the new input: mi = G (mi, I (x), 
m), i. 

 Using the new input and the memory, compute the 
output features o: o = O (I (x), m).  

 Lastly, get the final response: r = R(o). 

 
Figure 1: MemNN Model 

Implemention of MemNN model 

I (input): The input is converted into vectors using 
bag-of-word-embeddings x. 

G (generalization): This component stores x in next available 
slot mN. 

O (output): The output feature component loops over the 
memories k=1 or 2 times: 
1st loop max: finds best match mi with x. 
2nd loop max: finds best match mJ with (x, mi). 
The output O is represented with (x, mi, mJ). 

R (response): The reponse component o ranks all words in the 
dictionary for the best match and returns best single 
word. 

Training :  

Training is performed with a margin ranking loss and 
stochastic gradient descent (SGD). We minimize over 
model parameters UO and UR: 

Minimize: 



















]))],,,([)],,,([,0max(

]))],,([])],,([,0max(

)),(),(,0max(

2121

12

2

1

1

1

rmmxsrmmxs

fmxsmmxs

fxsmxs

OORO
rr

OR

OOO
mf

OO

O
mf

OO

O

O







 
(1) 

Where,  
SO is the matching function for the Output component. 
SR is the matching function for the Response component. 
x is the input question. 
mO1 is the first true supporting fact. 
mO2 is the first second supporting fact. 
r is the response 

True facts and responses should have higher scores than all 
other facts and responses by a given margin. 
f̄, f̄′  and r̄  are the predicted choices, and γ is the margin. 

The sample is generated f̄,  f̄′ , r̄ at every level of SGD. 
If an RNN is used instead of R component of MemNN, the 

last term was replaced with the standard log likelihood used in 

a language modeling task. 
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B. The End to End Memory Network (MemN2N) 

Single layer: 
The input context {x1…..xn} are converted into two 

embedding matrices A and C with dimension d and 
vocabulary size V (d × V). Those matrices are represented 
using two memory cells input mi and output ci  .The question q 
is also embedded with u to determine the correlation between  
both which is computed by taking the inner product followed 
by a softmax function: 

)max( i
T

i muSoftp        
 (2) 

     where 
j

zz
i

ji eezSoft /)max(
            

 (3) 

and p is a probability vector of the inputs. 
Hence, the response o from the output memory cell is 

computed by a weighted sum of the transformed inputs ci, and 
the probability vector: 


i

iicp0                                       (4) 

Finally the answer is predicted by  
))(max( uoWSofta 


                        (5) 

Multiple Layers: 

The model can be extended to add the memory layers to 
handle several K hop operations described below: 

The memory layer k+1 th hop takes the input and the output 
from layer k as follows: 

kkk ouu 1                               (6) 
Finally, the answer prediction for the question q combines 

top memory layer input and output: 
))(max()max( 1 kkk uowSoftWuSofta  

       (7) 

 
Figure 2: A 3 Layer MemN2N Model. 

A three-layer version of memory model is shown in the 
above figure. The soft max operations are performed in each 
layer in MemN2N Model. 

C. The QA bAbI tasks for NLP Research 

In [4], the authors proposed a set of tasks to test the 
reasoning skills. It is a set of 20 synthetic tasks. Each task 
contains training data and test data. In this dataset, a given QA 
task includes set of statements, question and set of facts. The 
answer is given during the training period and predicted at the 
testing time. The answer may be a single word or set of words 
based on the tasks. 
The tasks in bAbI dataset are given below: 

 

III. MODELLING A QA SYSTEM 

A. Training a Typical QA System 

The following diagram shows the typical process of 
training a questing answering system. Using a word-vector 
dictionary, the training story texts, question texts and their 
corresponding answers texts will be vectorized and a deep 
learning network will be trained with the vectorized training 
data. 

 
Figure 3: Training MemN2N 
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B. Testing a Typical System 

The following diagram shows the typical process of testing 
or validating a questing answering system 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Testing MemN2N 
 

The test story texts, and question texts will be vectorized 
and fed in to the trained network and the network will predict 
the possible answer vectors. The actual answer test from the 
vectorized answers will be created using reverse lookup in the 
word-vector dictionary. 

C. About Keras 

Keras is a open source neural network API which is 
capable of running on top of Tensor Flow, CNTK, or Theano. 
It is written in python. Keras can be used if deep leaning 
library is needed. It create fast prototype model with the 
advantage of user-friendliness, modularity, and extensibility. 
It also supports both CNN and RNN. It executed on CPU and 
GPU. It is designed to make fast implementation with deep 
neural networks. 

Keras executes the model in the way we created with 
defined layers or using multiple input-output models. Keras 
also run our model with loss and optimizer functions and 
training process with fit function. Keras doesn't handle low 
level computations which are handled by backend engine. 
This engine performs all the computations at back end level 
such as tensor products using the libraries like Tensor Flow or 
Theno. Tensorflow is the "backend engine" that is default but 
it can be changed in the configuration. 

D. Tensor Flow 

Tensor Flow is an open source software library that 
operates at large scale and in heterogeneous environments. Its 
flexible architecture maps the nodes of a dataflow graph 
across many machines in a cluster, and within a machine 
across a variety of platforms (CPUs, GPUs, TPUs). It is 
implemented by the Google Brain team researchers and 
engineers within Google’s AI organization. It speed up 

research in machine learning and deep learning and the 
flexible numerical computation core is used across many 
other scientific domains. Tensor Flow develops several 
applications, with a focus on training and inference on deep 
neural networks. 
Tensor-Flow is designed to run faster on GPUs than CPUs 
using cuda library built on NVidia card. 

IV. RESULTS AND DISCUSSION 

About the three different language/text Corpus Used From 
bAbI Dataset: 

The bAbI dataset contains the following directories of 
dataset like English, Hindi, and Shuffled letters. The samples 
are given in both 1000 and 10,000.In each directory, we can 
find 20 QA tasks in a specific language. 
The scope of this evaluation is to study the performance of the 
deep learning network with same kind of QA tasks that were 
represented in three different languages English, Hindi, and a 
Shuffled version of English which will not be human readable 
form. 

The following three boxes show the same kind of QA task 
(Task-ID 19 of bAbI) and its prediction result (predicted 
answer). 

Results of Task-19 in English:  

the garden is west of the hallway  
the kitchen is west of the garden  
the garden is north of the bathroom  
the bedroom is east of the bathroom  
the hallway is west of the office  
 
Question: how do you go from the bathroom to the hallway  
 
  Original Answer: n,e 
    Prediction Answer: n,e 

Results of Task-19 in Hindi: 

galiyara sayanakaksh ki uttar disha mein hai  
galiyara bagichey ki poorav disha mein hai  
rasoi ghar bagichey ki paschim disha mein hai  
gusalkhana bagichey ki uttar disha mein hai  
daftar bagichey ki dakshin disha mein hai  
Question: gusalkhana sey galiyara tak jaaney ka kya rasta hai  
Original Answer: dakshin,poorav 
Prediction Answer: dakshin,poorav 

Results of Task-19 in Shuffled Letter Representation: 

rzh rtxahm el jhlq bs qzh ztuujti  
rzh keqozhm el jhlq bs qzh rtxahm  
rzh rtxahm el mbxqz bs qzh ptqzxbby  
rzh phaxbby el htlq bs qzh ptqzxbby  
rzh ztuujti el jhlq bs qzh bsseoh  
Question: dbj ab ibd rb sxby qzh ptqzxbby qb qzh ztuujti  
   Original Answer: m,h 
 Prediction Answer: j,j 
Overall Results 

Training Parameters: 

                Total Training Samples: 1000 
Total Testing/Validation Samples: 1000 
                                    No Epochs: 100 
                      Training Batch Size: 32 

The following table shows the overall results of Task-19 
from three different language/text corpuses 

 
 
 

 

Predicted 
Answer Vectors 

Vectorized 
Stories 

Vectorized 
Questions 

Test Data 

Trained 
MemN2N 
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Table 1: The Results with The bAbI tasks ID:  19 
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English 14800 211 0.388 1763.17 
Hindi 16800 209 0.435 1762.74 
Shuffled 15200 203 0.378 1807.68 

The following table shows the overall results of Task-16 from 
three different language/text corpuses. 

 

Table 2: The Results with The bAbI tasks ID:  16 
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English 10800 182 0.715 627.12 
Hindi 14000 236 0.688 732.00 
Shuffled 10800 175 0.751 616.38 

 
The following table shows the overall results of Task-17 from 
three different language/text corpuses. 
 

Table 3: The Results with  The bAbI tasks ID:  17 
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English 8400 114 0.808 463.04 
Hindi 8400 101 0.725 583.14 
Shuffled 9200 114 0.771 524.96 

 
The following bar chart shows the number of trainable 

parameters used for the MemN2N network during solving 
three different QA tasks in three different languages/texts. As 
shown in this chart, the number of trainable parameters 
depends on the language in which the task is represented. In 
Task19 and Task16, the Hindi version of the same task 
required more parameters than the English version. In 
Task17, the parameters are almost equal in all language 
representations. 
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Figure 5: The Comparison of No. of Training Parameters 

The following bar chart shows the training performance (in 
terms of training time) of MemN2N network for solving three 
different QA tasks in three different languages/texts.  
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   Figure 6: The Comparison of Training Time 
The following bar chart shows the performance of 

MemN2N network in terms of accuracy in solving three 
different QA tasks in three different languages/texts. As 
shown in this chart, the language in which the task is 
represented has some positive and negative impact on 
performance. Hindi representation of the same task has some 
significant impact on the performance. If we carefully notice 
the performance of English and Shuffled version of the tasks, 
we can say that the accuracy in these two cases is almost 
equal.  This may be because, the Shuffled version is nothing 
but character shuffled version of English text. 
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Figure 7: The Comparison of Accuracy of Different 

Languages on Different Tasks 
The following bar chart shows the performance of 

MemN2N network in terms of MSE/loss/score for solving 
three different QA tasks in three different languages/texts.  As 
shown in this chart, here also, the language in which the task is 
represented has some positive and negative impact on 
performance. Hindi representation of the same task has some 
impact on the performance in the case of task16 and 17.  

0

500

1000

1500

2000

Tasks ID:  19 Ttasks ID:  16 Tasks ID:  17

L
o

ss
 S

co
re

  
  

  
.

QA Task

Performance in terms of Loss Score

English Hindi Shuffled

Figure 8: The Comparison of Loss in Different Models 

V. CONCLUSION 

We have tested the performance of MemN2N based 
questing answering system with three different language/text 
corpuses. As we expected, the language in which the task is 
represented has some positive and negative impact on 
performance of the deep learning network as well as the size 
and complexity of the network itself. We realized that, the 
Hindi representation of the same task has significant impact 
on the performance in terms of different metrics. If we 
carefully notice the performance of English and Shuffled 
version of the tasks,  
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we can say that the accuracy in these two cases is almost 
equal in most of the cases.  This may be because, the Shuffled 
version is nothing but character shuffled version of English 
text and almost equal in other aspects. 

As we know that one deep learning network designed for a 
QA task is capable of handling more than one language text 
without any modification in its design. But, the results of this 
work prove that the performance of the system will depend on 
the language in which the task is represented. This may be 
because of the inherent differences in languages and their 
grammar. As we know, without any knowledge on such 
grammar or syntax of a language, deep learning network is 
capable of learning it, but certainly the performance will 
depend on grammar and syntax related aspects of the 
language.   

There are possibilities of designing a deep learning 
network based QA system which will give improved 
performance irrespective of the nature of the language in 
which the problem is represented. Further, there will be 
several ways to improve the MemN2N network to achieve 
improved performance in complex QA tasks. Our future 
works will address these issues. 
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